Spatiotemporal feature extraction and classification
of Alzheimer’s disease using deep learning 3D-CNN
for fMRI data

Harshit Parmar©,>* Brian Nutter,” Rodney Long,” Sameer Antani®,’

and Sunanda Mitra®
*Texas Tech University, Department of Electrical and Computer Engineering,
Lubbock, Texas, United States
"National Institutes of Health, Lister Hill National Center for Biomedical Communications,
National Library of Medicine, Bethesda, Maryland, United States

Abstract

Purpose: Through the last three decades, functional magnetic resonance imaging (fMRI) has
provided immense quantities of information about the dynamics of the brain, functional brain
mapping, and resting-state brain networks. Despite providing such rich functional information,
fMRI is still not a commonly used clinical technique due to inaccuracy involved in analysis of
extremely noisy data. However, ongoing developments in deep learning techniques suggest
potential improvements and better performance in many different domains. Our main purpose
is to utilize the potentials of deep learning techniques for fMRI data for clinical use.

Approach: We present one such synergy of fMRI and deep learning, where we apply a sim-
plified yet accurate method using a modified 3D convolutional neural networks (CNN) to
resting-state fMRI data for feature extraction and classification of Alzheimer’s disease (AD).
The CNN is designed in such a way that it uses the fMRI data with much less preprocessing,
preserving both spatial and temporal information.

Results: Once trained, the network is successfully able to classify between fMRI data from
healthy controls and AD subjects, including subjects in the mild cognitive impairment
(MCI) stage. We have also extracted spatiotemporal features useful for classification.

Conclusion: This CNN can detect and differentiate between the earlier and later stages of MCI
and AD and hence, it may have potential clinical applications in both early detection and better
diagnosis of Alzheimer’s disease.
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1 Introduction

Magnetic resonance imaging (MRI) is one of the most advanced non-invasive neuroimaging
techniques in common use. In 1990, Ogawa et al.' found that MRI can be used to obtain func-
tional information about the brain. This modality is commonly known as functional MRI (fMRI).
fMRI measures indirect effects of neuronal activities in a brain region due to changes in magnetic
susceptibility between oxygenated and deoxygenated blood. This type of signal is called the
blood oxygenation level dependent (BOLD) signal. Being paramagnetic, deoxyhemoglobin
causes slightly more local inhomogeneity in the local magnetic field, in turn causing slightly
faster dephasing of the spins (of hydrogen ions in the water molecules) compared to the dia-
magnetic oxyhemoglobin. This change in spin dephasing causes a small change in local T2*
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relaxation time, but it is enough to measure by statistical analysis of the MRI signal. BOLD
signal changes are observed in both task fMRI and rest fMRI.>?

In spite of providing such rich functional information, fMRI is not yet a common clinical
technique for diagnosis* due to two major problems. First, fMRI data are highly susceptible to
noise.® The useful BOLD signal change amounts to only 2% to 5% of the absolute signal inten-
sity. Useful information is extracted from the raw fMRI data using sophisticated statistical analy-
sis. Even a small amount of noise or artifact can change the result of the analysis significantly.
This becomes a major issue when dealing with clinical analysis. A small artifact can leads to
false interpretation and affect the diagnosis. Second, the fMRI data structure is very complicated.
A traditional x-ray or an anatomical MRI scan can readily be visualized and assessed by medical
professionals. fMRI is difficult to visualize in its entirety without efficient processing of the
statistically analyzed data.

Machine learning techniques such as deep learning algorithms have been recently developed
to extract relevant information for classification of data in various fields. Because of excellent
performance in image processing and computer vision applications, we anticipate great potential
for using deep learning techniques for other applications. Here, we attempted to establish a syn-
ergy between fMRI and deep learning, and investigate this procedure as a step toward clinical
application of fMRI. However, some challenges remain in applying deep learning algorithms
directly to fMRI data. The majority of the deep learning algorithms, including the well-known
convolutional neural networks (CNNs), were designed for images. fMRI data on the other hand
are four dimensional, with three spatial and one temporal dimension. Both the network and
the data must undergo some preprocessing to make them compatible with each other. Some
researchers have tried to use CNNs on modified fMRI image data, but limitations to those sol-
utions have been noted.” In addition, a tradeoff exists between the preprocessing complexity of
the fMRI data and the complexity of the network. Moreover, in the case of fMRI, we do not have
the privilege of a large quantity of training subjects. A typical fMRI study may only have few
tens of subjects. With open-source data banks, such as Alzheimer’s Disease Neuroimaging
Initiative (ADNI)8 and OpenfMRI,9 one has access to additional fMRI data, but that is still not
enough in many cases.

In this study, we designed and trained a volumetric 3D CNN to do multiclass classification.
The CNN is able to extract spatiotemporal features from a given section of BOLD fMRI data,
and then use those features to classify the data into either Alzheimer’s disease (AD), mild cog-
nitive impairment (MCI), or both early cognitive impairment (EMCI) and late cognitive impair-
ment (LMCI), and healthy controls (CN). This is a modified extension of our previous work
where we tested the validity of the network design using a binary classifier.'"” Two main reasons
encourage working with AD. First, AD is the most common neurological disorder found in
humans. After the age of 60, the chances of having AD doubles nearly every five years.'!
Second, a large amount of data is available from the ADNI database.

Currently, no cure exists for AD. After the brain tissue damage has occurred, it cannot be
reversed with medication. However, if detected in an earlier stage, the rate of progression of AD
can be reduced and controlled by the use of medication. The proposed classifier can identify
MCI, which is associated with high risk of progression to AD. Detection of MCI can serve as a
potential application toward an earlier detection tool for AD. The aim of this study is to take a
step toward developing fMRI as a clinical technique for early detection of AD.

2 Methodology

2.1 Dataset and Preprocessing

All the fMRI volumes used for this study were acquired from the ADNI online database.
Resting-state fMRI volumes were acquired for a total of 120 subjects over four classes—
AD, LMCI, EMCI, and CN. Each class contained 30 subjects. The data were grouped into
classes with the following parameters: gender (F/M); age (mean +/— standard deviation).

e AD - 16F/14M, age: 73.5 + 7.5 years.
e CN - 14F/16M, age: 75 £ 6.5 years.
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o EMCI - 17F/13M, age: 72 £ 7.5 years.
o LMCI - 12F/18M, age: 72.5 £ 9 years.

Each resting-state volume was acquired on a 3T Philips MRI Medical System. The flip angle
was 80 deg with an echo time and repetition time of 30 ms and 3000 ms, respectively. About 140
full brain volumes were acquired, accounting for a time series of 140 time points for each voxel.
Each volume was acquired with 48 axial slices of slice thickness of 3.313 mm. Each slice has a
matrix size of 64 X 64, with in-plane resolution of 3.125 mm X 3.125 mm.

All the fMRI data went through the standard preprocessing pipeline before being input to the
CNN. All the preprocessing was done in MATLAB 2019a and its SPM12 toolbox.'? The pre-
processing included motion correction, intensity normalization, coregistration, global mean and
temporal signal drift removal, and intensity-based thresholding and masking. The first step of the
preprocessing was motion correction. All the fMRI volumes were corrected for motion, with the
reference taken as the temporal mean volume. For three of the subjects (two in AD and one in
EMCI), the motion was more than one voxel, so they were replaced by other volumes from the
ADNI database. The fMRI volume then went through intensity normalization. Next, all the fMRI
volumes were coregistered to the Montreal Neurological Institute (MNI) space to ensure that all
the subject’s data were in same spatial size and dimensions. The MNI atlas used for coregistra-
tion had a size of 64 X 78 X 64 with a voxel size of 3 mm X 3 mm X 3 mm. After all the volumes
were in the same MNI space, we applied a binary mask to remove the background outside the
region of interest. The same binary mask, in the MNI space, was used for all volumes to provide
uniformity for further analysis. Finally, temporal signal drift and global signal fluctuations were
removed using a PCA-based approach.'

2.2 CNN Architecture

The architecture of the 3D CNN used is shown in Fig. 1. The left-most block shows the entire
preprocessed fMRI volume. From that, a section of five consecutive brain volumes is given as
input to the CNN. By sampling a smaller subset of brain volumes, we can increase the number of
training samples available. For this study, we obtained 20 samples from each fMRI volume. The
size of each input is 64 X 78 X 64 with five channel depth. The size of each volume corresponds
to the reshaped standard MNI atlas, with a voxel size of 3 mm X 3 mm X 3 mm. The reason for a
standard input volume size is that fMRI volumes from any scanner can be registered to MNI
space and made compatible to the network. This scaling increases the generalization of this
network, which is useful in working with clinical data across different sites and scanners.
Moreover, the spatial size of 1 mm X 1 mm X I mm MNI atlas is 181 x 217 x 181 while the
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Fig. 1 3D CNN architecture with network parameters.

Journal of Medical Imaging 056001-3 Sep/Oct 2020 « Vol. 7(5)



Parmar et al.: Spatiotemporal feature extraction and classification of Alzheimer's disease. ..

Table 1 CNN parameters.

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5
No. of filters 16 32 8 16 32
Filter size 1x1x1 1x1x1 5x5x%x5 3x5x%x3 3x3x%x3
Filter stride [1,1,1] [1,1,1] [1,1,1] [1,1,1] [1,1,1]
Padding [0,1,0] [0,0,0] [0,0,0] [0,0,0] [0,0,0]
Pool size 2x2x2 — 2x2x2 2x2x2 2x2x2
Pool stride [2,2,2] — [2,2,2] [2,2,2] [2,2,2]
Pool type Max —_ Max Max Max
Batch norm No Yes No No Yes

spatial size of the reshaped 3 mm X 3 mm X 3 mm MNI atlas is 64 X 78 x 46 which is closer to a
typical resting-state fMRI volume size.

For the network architecture, the first convolutional layers have a filter size of 1 X 1 X 1 with
a depth of 5. The aim of this filter is to capture just the temporal aspect of the data, which in this
case is across the channels. About 32 different 1 X 1 X 1 kernels were learned by the network,
accounting for 32 different temporal features. This is equivalent of learning 32 unique regions of
interest (ROIs) using the BOLD signal from all voxels. The second convolutional layer also have
a kernel size of 1 X 1 x 1 with a depth of 32. Again, this layer learns higher level temporal
features which are obtained by nonlinear combination of features obtained by first layer.
The first and second layer together extracts temporal features from the BOLD fMRI volume.
After that, the learned temporal features are passed through spatial convolutional layers at three
different spatial scales: half scale (32 X 40 x 32), quarter scale (16 X 20 X 16), and one-eighth
scale (8 X 10 x 8). At the end of the third spatial convolutional layer, the network outputs learned
spatiotemporal features. These spatiotemporal features are then used by the fully connected
dense layers to perform classification.

Each convolution layer in the network is followed by a leaky-rectified linear unit activation,
where the scaling factor for negative inputs is 0.1. This activation is followed by a pooling layer
for all layers, except for the second temporal convolution layer. The pooling is done on a 3D
window of size 2 X 2 X 2, with no overlap between adjacent windows. Thus, each pooling layer
reduces the spatial size by half. All the pooling layers are max-pooling layers. The last temporal
and spatial convolutional layers, second and fifth, are followed by a batch normalization layer.
The details of kernel size, number of filters, stride, and pooling are shown in Table 1.

After the spatial convolution and pooling layers, the CNN has three fully connected layers
(layers 6, 7, and 8) with 256, 32, and 4 neurons in each layer, respectively. Each fully connected
layer has a random dropout rate of 50% to prevent overfitting to the training data. After the last
fully connected layer, the output is passed through the SoftMax layer, which computes the pre-
diction probabilities for each class. The network has a total of eight learnable layers.

2.3 Training Parameters

The network was designed and trained using MATLAB 2019a on a Windows machine with
32 GB RAM and 4 GB NVDIA GPU card. About 30 subjects for each class and 20 samples
from each subject’s fMRI data makes a total of 2400 data samples and 600 samples per class. For
performing a five-fold cross validation, samples from each class were divided into five folds, 120
samples per fold per class. Then the network was trained using four folds from each class and
tested on the remaining fold. This was done on all five folds. Once five-fold cross validation was
performed, main network training was done. For that, samples from each class were distributed
in three categories, about two-thirds for training (400 samples/class), one-sixth for validation
(100 samples/class), and one-sixth for testing (100 samples/class). The network training was

Journal of Medical Imaging 056001-4 Sep/Oct 2020 « Vol. 7(5)



Parmar et al.: Spatiotemporal feature extraction and classification of Alzheimer's disease. ..

done using minibatch stochastic gradient descent optimizer with momentum. The training was
done for a total of 100 epochs with minibatch of 10 samples. The initial learning rate was set to
0.01. After every 10 epochs, the learning rate was reduced by a factor of 0.5. The momentum was
set to 0.9. To prevent overfitting, L2 regularization was used with a regularization constant of
0.1. To prevent the network from learning correlations within minibatches, all the training sam-
ples were randomized after each epoch. The validation frequency was set to 100 iterations. The
total training time for the network was slightly more than 1200 h.

3 Resulis

The network performance was validated using five-fold cross validation. The mean testing accu-
racy for five-fold cross validation is 98.96 %. Along with that, for each fold, we also computed
class-wise performance parameters such as accuracy, precision, sensitivity, specificity, and F1
score for each of the four classes. Figure 2 shows the class-wise box plots for each performance
parameters.

From the figure, we observe that the network is able to perform well on the testing data. Once
validation was done, the network was trained on two-thirds of the entire data set. The trained
network was able to classify a given section of 4D BOLD fMRI data into either AD, CN, EMCI,
or LMCI. The training (1600 samples), validation (400 samples), and testing (400 samples) accu-
racies are 99.4%, 96.75%, and 93.00%, respectively. For validation and testing data, we also
computed the confusion matrix as shown in Fig. 3. Apart from that, performance parameters
such as precision, sensitivity, specificity, F1-score, and area under the curve were computed for
each class. Figure 4 shows the graph of performance parameters while Fig. 5 shows the receiver
operating characteristic (ROC) curve for all classes.

The classification accuracy obtained by our approach is comparable, in fact slightly better
than previously published studies on AD classification using 4D fMRI data. Table 2 shows a
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Fig. 2 Five-fold cross-validation performance parameters.
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Fig. 3 Confusion matrix for (a) validation and (b) testing dataset.
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Table 2 Comparison of few Alzheimer’s disease classifiers based on modality of input data and
type of classifier.

Study Modality Type Accuracy (%)
Sarraf et al.” fMRI-2D Binary 96.80
Kazemi et al. fMRI-2D Multiclass 97.64
Billones et al.’® fMRI-2D Binary 98.33
Multiclass 91.85
Jain et al.'® MRI-2D Binary 99.14
Multiclass 95.73
Basaia et al."” MRI-2D Binary 99.20
Hosseini-Asl et al.® MRI-3D Binary 97.60
Multiclass 89.10
Duc et al.™® fMRI Binary 85.27
Forouzannezhad et al.? MRI + Positron Emission Tomography + Binary 94.70

Diffusion Imaging

Li et al.?! fMRI-4D Binary 97.30
Multiclass 89.47

Parmar et al."” fMRI-4D Binary 94.58

Current study fMRI-4D Multiclass 93

comparison of various binary and multiclass classifiers for AD and MCI using MRI and fMRI
data. In the table, we first show studies that uses 2D images from the fMRI data and use image-
based networks for classifications. Because these approaches use a single image to make pre-
dictions, it does not consider temporal or volumetric neighborhood from the fMRI data. Some
studies use 3D structural MRI but here also, classification is made mainly based on anatomical
differences. Radiologists can identify progression of AD using anatomical differences. But by
the time anatomical differences are visible, the disease has already progressed a lot further.
Studies have shown that functional changes are observed in brain networks and activation even
during earlier stages of dementia.”>** Thus, for early detection application, classifiers should use
both functional and structural information rather than just structural. Lastly, there are some recent
studies that uses both spatial and temporal information for making the classification. The pro-
posed approach has a higher classification accuracy for a multiclass type classifier which uses the
entire 4D fMRI data without significant modifications (Fig. 6).

We also used t-distributed stochastic neighbor embedding (t-SNE) to visualize the classifi-
cation of different classes. Figure 6 shows the t-SNE visualization for the outputs of the second
and the last spatial convolutional layers and the output of the last fully connected layers. Each
point in the plot represents a subject, and each class is shown in a different color. We can observe
from the figure that through the last convolutional layer, the difference between the classes was
not very dominant, and the difference became more and more dominant with the addition of fully
connected layers. This observation indicates that the convolutional layers contributes more to
feature extraction, while the fully connected layers contribute more toward classification.

Along with the classification performance parameters, we also show the extracted temporal
features. The temporal features were extracted as the network activation maps at the output of
both the temporal convolutional layers. Here we show the network activation maps for one of the
subjects in Figs. 7 and 8. Network activation from just a single random subject is shown because,
as seen from t-SNE results, in earlier layers there does not exist a significant difference between

Journal of Medical Imaging 056001-7 Sep/Oct 2020 « Vol. 7(5)



Parmar et al.: Spatiotemporal feature extraction and classification of Alzheimer's disease. ..

Second spatial convolution Last spatial convolution Last fully connected
20 —15 20 %
& fee) 5 o O CN
18 ° og °o % O%O o ° e 15
Q O —20 Cl
16 o @ 6° ©° O _AD
cag,0” o © g
o O o 10
14 g P IS o 25
© 0gp ®o o - ®
12 S 9o S} 5
Shie)
10 00% o0 O ©N _30 O CN
9 509 © O EMCI 0 O EMCI
8 & Lmel o LmCI
O AD O AD ]
6 —35 —5
8 10 12 14 16 18 20 50 55 60 65 70 —25 —20 —15 —10 —5
(a) (b) (c)

Fig. 6 t-SNE representation of all subjects at output of different layers in the network. We can see
a progression within the network where successive layers introduce more and more difference
between different classes (each dot is a subject; different classes are shown by different colors).
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Fig. 7 Network activation map from the output of first temporal convolution layer (32 channels)
mapped onto MNI brain atlas. The color coding indicates the absolute response after the convo-
lution and non-linearity operation, where red being higher and blue being lower.

different classes and all the subjects would have a similar response. From Fig. 7 we can observe
that the first convolutional layer extracts regions having similar temporal response. The regions
or ROIs are small, scattered, and without any definite structure. All 32 channels learn different
temporally similar regions. Figure 8 shows the output of the second convolutional layer, all 64
channels. Here, the second convolution combines different ROIs from the first layer to obtain
more homogenous and definite regions. One more thing to observe is that in the output of most of
the channels, the main voxels of interests are from the gray matter region. This is a good sign as it
suggests that the network classifies based on temporal BOLD fluctuations, as we expect BOLD
changes mainly in the gray matter region.

4 Discussion

The uniqueness of this approach lies in the way the network is designed. 3D CNNs with spatio-
temporal feature extractors have been used recently for video processing and classification.’**
However, when applied to functional neuroimaging data, the features of interest are a little differ-
ent than features extracted from a natural video. Recently, 3D convolutions have been used for
classification of neurological disorders, however, there are some factors that make this approach
different from those. The most important aspect is the architecture of the CNN. It consists of
three main parts: the temporal feature extractor, the spatial feature extractor, and the classifier.
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Fig. 8 Network activation map from the output of second temporal convolution layer (64 channels)
mapped onto MNI brain atlas. The color coding indicates the absolute response after the convo-
lution and non-linearity operation, where red being higher and blue being lower.

The first two convolutional layers extract features based only on temporal changes without any
contribution from spatial structure. This is achieved by having a kernel with size 1 X 1 X 1 X N,
where N is the number of channels. Kernels with filter size 1 X 1 X 1 are generally used for depth
reduction or combining outputs of different kernels.”® Unlike that, here the 1 X 1 X 1 filters are
actually used for extracting temporal features from the input data. Such use of 1 X 1 X 1 kernels
for temporal feature extraction is not common in 3D CNN. For the first layer, the output is based
solely on the temporal changes of any given voxel. Thus, voxels having similar time series would
have similar response to the convolutions. Thus, the output at different channels can be treated as
the extracted ROIs, which is nothing but low-level temporal features. The second temporal con-
volutional layer combines these low-level temporal features to come up with higher level tem-
poral features, which can be understood as complex combination of ROIs. Again, because the
kernel size here is 1 X 1 X 1 X N, it has no contribution from spatial structure. This unique kernel
size in the first two layers prevents the network from learning any anatomical correlations within
a subject. Because of that, different samples from a same fMRI time series may end up having
different temporal response based on the voxel-wise temporal fluctuations. Moreover, because of
preprocessing steps, such as global signal and temporal drift removal, the input to the network is
BOLD signal change volumes without any anatomical intensity information.

Next, the learned temporal features are given as inputs to the following three spatial convolu-
tional layers. Here, the network extracts spatial features at different spatial scales from the
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already extracted temporal features. At the end of the 3D convolutional layers, we end up with
spatiotemporal features which are then further used to make classification. Traditionally for a
typical resting-state feature extractor, we first parcellate the brain into functionally similar ROIs
using either atlas or such techniques as spatial independent component analysis (ICA). We then
compute a connectivity or a covariance matrix using pairwise similarity between representative
time series of each regions. The covariance matrices for different time windows act as features
for a classification algorithms. Features extracted in such a fashion require accurate functional
parcellation. Unlike that process, in this algorithm, the entire process of functional parcellation
and feature extraction is learned by the network. The t-SNE plots show that the convolutional
layers act more like a feature extractor, while the later fully connected layers contribute more
toward the classification task. The advantage of using deep learning is that it can extract complex
useful features on its own that might be otherwise difficult to extract using traditional feature
extraction techniques.

Our approach also makes use of the comparatively least altered BOLD signal, with a mini-
mum amount of preprocessing. An earlier study uses individual axial images as inputs to a rel-
atively simpler network, AlexNet5, to classify AD from CN.’ Though such an approach achieved
high classification accuracy, 96.86%, it does not take into consideration the true dynamic infor-
mation. Because individual images are the input to the network, the decision is made mainly
based on anatomical features rather than dynamic temporal features. Some studies do take into
account the temporal information but not in a direct manner. Li et al.”” use a two-channel 3D
CNN for autism spectrum disorder classification and feature extraction. To account for temporal
information, they compute the mean and standard deviation for all voxels and use those 3D
volumes as input to the network. Riaz et al.?® did use an end to end deep network for fMRI
data classification named DeepFMRI, but the complexity of the network makes it difficult
in practice for clinical application. The entire network has three main parts. The first part is
the feature extractor network, which uses 90 CNN to extract temporal features. The next part
is the similarity extractor network, with 4005 fully connected networks, which computes pair-
wise similarity between the 90 features extracted earlier. Finally, the classification network takes
inputs from the outputs of the 4005 earlier networks and makes predictions. Apart from that, a
recent study by Li et al.”! uses a combination of 3D convolutions and long-short term memory
(LSTMs) for AD classification. They use 3D CNN to extract features and then use the extracted
features with an LSTM for making the classification. Somewhat similar to that, the proposed
network has a feature extractor and a classifier part. However, the proposed network is relatively
simpler as compared to the LSTM. Additionally, the architecture in this work uses time point
volumes from the actual preprocessed fMRI data, without any special processing, as input to the
network. This reduces both computational time and complexity.

Moreover, the results obtained in this and some of the previous studies show the possibility of
using deep learning—fMRI synergy for effective diagnosis and classification of AD. A deep
learning-based approaches can help improve diagnosis not only for AD but also for other neu-
rological disorders. We can take advantage of such techniques and develop potential application
of fMRI, mainly resting-state fMRI, in routine clinical practice. Unlike task fMRI scans, which
have some clinical application as a presurgical procedure for brain tumors,?*? resting-state
fMRI scans are easier to obtain and provide whole-brain functional information.*' During a task
fMRI, subject cooperation and participation are required for accurate analysis, while in a resting-
state fMRI scan, the subject is not expected to participate in any task. This also reduces motion
artifacts.> Functional scans also provide dynamic information about the brain that is not
obtained by static anatomical scans. Taking advantage of deep learning, one can develop fMRI-
based biomarkers for AD and other neurological disorders.**

In spite having slightly lower accuracy than some of the image-based classifiers (Table 2), the
proposed deep learning functional classifier should be developed for clinical applications
because of two main reasons. First, as discussed earlier, changes in the functional neuroimaging
data appear before the changes in the anatomical structures which can allow for early detection.
Second, the deep learning-based approach does not require complex and independent feature
extraction stages as used by many of the other image-based classifiers. The network itself can
extract useful features using the training data, making model simple to use. Another advantage of
this study is that it can differentiate between MCI and AD, which are not easily differentiable
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using just anatomical scans. Most of the time, by the time the symptoms of dementia are visible
in the structural scan, it is already too late to reverse the damage. If we could detect dementia in
the MCI stage by using fMRI classifiers, there is a good possibility to slow down the rate of
progression to AD. As a secondary advantage, such a deep learning-based classifier has a poten-
tial to be used as an early detection tool for AD.

Just as with any other clinical machine learning algorithm, the main limitation of this
algorithm is the accuracy and correctness of the training data. The true prediction labels for
the training data were assigned by domain experts. In absence of gold standard biomarkers,
it is sometimes difficult to distinguish between early stages of AD and later stages of MCIL
Moreover, hard diagnostic decision boundaries between classes do not exist. As a result, one
should be careful when applying such techniques for clinical purposes. A prediction error by the
domain expert taken as ground truth would cause the network to learn incorrect features. Thus,
correctness of training data becomes a major limitation. A second major limitation is the inability
to generalize for unbalanced classes. If functional data with a rare and unique disorder is pre-
sented to the network, the network might not give accurate prediction. Though care is taken to
prevent overfitting, most machine learning systems work well only for the kind of data that
trained it. With extreme outliers, the network might tend to give inaccurate predictions and one
must be aware of this tendency. Finally, the resting-state fMRI training data does not only contain
differences related to AD and MCI. Various other factors, such as age, gender, physical and
mental state, the emotion and thought process during the scan, physiology including respiration,
and heart rate could introduce bias in the fMRI dataset. We used an age and gender-matched
population from the same scanner and the same number of subjects per class to reduce some of
the known bias.

5 Future Work

fMRI has long way to go before it can become a routine clinical practice. This study and similar
studies indicate that fMRI has the potential to become a clinical diagnostic and early detection
tool. This work is a step in that direction. As future work, we wish to train the network on an even
larger dataset. With access to open source databases, researchers have access to a large dataset
from different scan sites. If trained with a large number of data points from a variety of different
locations, a CNN has higher chances of generalizing well to unanticipated data. Second, we will
also study different kernel combinations in the same network and compare their performances.
One main kernel combination to focus on would be the first temporal kernel. Currently, the
temporal convolution is performed over five time points, which is equivalent to a sliding window
of 5. Both larger and smaller kernels would have their own advantages and limitations. With a
larger window, one might be able to capture better temporal similarity. The ROIs extracted from
a larger window length might be comparable to resting-state functional networks such as the
default mode network. The main limitation with a larger window is increased space and com-
putation complexity. On the other hand, smaller kernels are computationally less expensive, but
they do not capture enough temporal similarity and can be easily biased with noise and artifacts,
which is quite common in fMRI studies. With well-studied network parameters and adequate
amounts of data, we wish to investigate the possibility of developing fMRI-based biomarkers for
AD and MCL

6 Conclusion

The results obtained from deep learning-based classification show the possibility of using simple
volumetric 3D CNN with 4D fMRI BOLD signal in detection and classification of AD. The
unique architecture allows us to extract both spatial and temporal features from the entire
4D volume. With more training data, neuroimaging biomarkers can eventually be developed
that could lead to early detection of AD. This development would also open new avenues for
other clinical applications of fMRI.
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