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Abstract. Due to the high energy of extreme ultraviolet (EUV) photons, stochastic effects become more impor-
tant at a constant dose when compared with deep ultraviolet exposures. Photoresists are used to transfer infor-
mation from the aerial image into physical features and play an important role in the transduction of these
stochastic effects. Recently, metal-oxide-based nonchemically amplified resists (non-CARs) have attracted
a lot of attention. We study how the properties of these non-CARs impact the local critical dimension uniformity
(LCDU) of a regular contact hole array printed with EUV lithography using Monte Carlo simulations and an ana-
lytical model. We benchmark both the simulations and the analytical model to experimental data, and then use
the flexibility of both methods to systematically investigate the role of microscopic resist properties in the final
LCDU. It is found that metal-oxide clusters should be <1 nm in diameter, otherwise granularity will have a sig-
nificant contribution to LCDU. When varying resist properties to change the resist dose-to-size, we find that the
LCDU scaling with dose depends on how the resist is modified. After performing an overall sensitivity analysis to
identify the optimum scaling of LCDU with dose, we find a scaling of dose−0.5 when the development threshold is
modified, and a scaling of dose−0.33 when core radius or the quantum efficiency is changed.©TheAuthors. Published by
SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of
the original publication, including its DOI. [DOI: 10.1117/1.JMM.17.4.041003]
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1 Introduction
In lithography, photoresist is an essential part of the total pat-
terning infrastructure. Over the years, resist vendors have
made tremendous progress in improving chemically ampli-
fied resists (CARs).1–3 These polymer-based resists have
been the industry workhorse for many decades and different
wavelengths: 248, 193, and 13.5 nm, respectively. In EUV,
lithography stochastic effects driven by photon and chemical
shot noise have become increasingly more important.
Recently, another type of EUV resists has been promoted:
organometallic or metal-oxide resists. These non-CARs
are based on inorganic nanoparticles or clusters. In these
resists, the absorptivity (absorption per length) is higher
because strongly absorbing elements such as Hafnium or
Tin are used.4,5 An advantage is the chemical uniformity
of these materials as no quenchers and photoacid generators
(PAGs) are needed for the operation of the resist.6 These
materials might have a low blur7 and a high etch selectivity
that makes them potentially applicable as patternable hard
masks. Model-wise resists can be regarded in two perspec-
tives: a microscopic perspective of the chemist, who tries to
improve the resist using an optimal combination of materials
and synthesis procedures. Alternatively, there is the macro-
scopic perspective of the lithographer, who is looking at the
performance of a resist as a “black box” and is concerned
with physical quantities such as feature size, dose-to-size,

line width roughness, and local critical dimension uniformity
(LCDU).

This paper describes empirical models for non-CARs
starting from microscopic model properties, such as cluster
core size and the number of clusters exposed per absorbed
photons; which we define as the quantum efficiency (QE).
The empirical models translate these microscopic parame-
ters to macroscopic resist properties, such as resist blur
and dose-to-size. These macroscopic properties are very
relevant for resist performance as they critically impact
what resolution may be achieved with the resist. We will
investigate what role these parameters play in the stochas-
tics observed in EUV lithography. For that, we will consider
the simple use case of printing a regular contact hole array.
The fundamental question of how photon shot noise and
chemical noise translated to a variability in contact hole
size (LCDU) is first studied with Monte Carlo simulations,
which are calibrated to experimental data. To further
explain these results, we also compare the experiment
and simulations with an analytical model describing resist
stochastics, which takes into account the intrinsic coupling
between the macroscopic parameters of the resist. Finally,
we will perform a sensitivity study to investigate how a
resist composition might be optimized to reduce the impact
of stochastics as much as possible. As the focus of this work
is on resist properties, the aerial image properties are kept
constant. The LCDU can of course be further improved by
increasing optical contrast through pupil optimization and
increasing the numerical aperture,8–10 but this is considered
out of scope for this work.*Address all correspondence to: Ruben Maas, E-mail: ruben.maas@asml.com
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2 Model Description for Non-CAR
Different models exist, which describe the exposure of non-
CARs in varying levels of detail.7,11,12 To describe the full
chemical conversion process of non-CAR in detail is out
of scope for this work. Instead, we have identified the
most important processes in a simplified picture. We con-
sider the non-CAR as being composed of a collection of
spherical core–shell particles. In this picture, the core and
shell represent the metal-oxide cluster and the surrounding
ligands, respectively. The shell of ligands is assumed to
be compressible, and is taken into account in the Monte
Carlo model as a homogeneous polymer matrix (PMMA)
surrounding the metal-oxide cores (Fig. 1). In this paper,
we will use parameters of SnO2 for the metal-oxide and
PMMA for the ligands. This approach allows us to describe
the geometrical composition of the resist in terms of a few
tangible microscopic parameters, such as the core radius
(rcore) and the packing fraction of the particles (η), which
is the fraction of volume of the resist occupied by the
core–shell particles. Combining the geometrical composition
with the core and shell material properties (atomic compo-
sition and mass density) then allows the direct calculation of
the effective EUVabsorptivity of the resist, which we denote
with α.

Absorbing photons is, however, only a small step in the
entire resist exposure process. The absorption of an EUV

photon leads to the excitation of a highly energetic primary
electron. This primary electron then triggers a cascade of
reactions, where a series of elastic and inelastic scattering
events lead to the generation of multiple secondary electrons.
These secondary electrons also propagate further into the
resist, and transfer their kinetic energy to the excitation of
resist molecules leading to the removal of ligands that sur-
round the metal-oxo clusters. This then leads to a solubility
switch of the clusters.

In our Monte Carlo simulations, this exposure process is
modeled by starting out with a random distribution of
nonoverlapping clusters [Fig. 2(a)]. The positions of photon
absorption events are simulated by drawing from a proba-
bility distribution that is determined by the aerial image,
the Lambert–Beer law13 and the spatial distribution of
the metal-oxo clusters [Fig. 2(b)]. A number of clusters
are selected from a volume defined by a sphere with
radius dmax around the original photon absorption site.
The amount of clusters selected is taken equal to the
QE. The selected clusters are set to be counted as exposed
clusters. In case these clusters had already been exposed by
a previously absorbed photon, their state will not change if
they are selected again [Fig. 2(c)]. Due to this approach,
metal-oxo clusters at some distance away from the original
absorption site are also exposed. Therefore, the spatial
information of the aerial image (the spatial photon proba-
bility density distribution) is spread out when we consider
the latent image (the spatial distribution of the exposed frac-
tion of resist), and therefore the chemical contrast will be
lower than the optical contrast. Effectively this process
describes electron blur, similar to the electron and acid
blur in CAR. A region of exposed clusters is considered
to be insoluble in the developer provided a threshold is
exceeded [Fig. 2(d)]. Therefore, this process resembles
a negative-tone development process. Note that in this
paper we use the model for printing contact holes, meaning
that a bright-field mask is used.

In our analytical model, we do not consider individual
absorption events, but instead try to capture the exposure
process in a continuum model. Given a cluster core size
rcore, shell thickness tshell, and packing fraction η, we calcu-
late the average number density of the resist

Fig. 1 Cartoon of the 3-D Monte Carlo model for a non-CAR, showing
a layer of polymer matrix (gray) filled with metal-oxide nanoclusters
(yellow).

Fig. 2 Representation (not to scale) of conversion steps in Monte Carlo model. (a) Initially all clusters are
soluble (orange). (b) Photons (red dots) are absorbed inside clusters. (c) Subsequently, this cluster
randomly selects QE neighboring clusters to form bonds with and a small aggregate is formed (brown).
(d) After development only the exposed aggregate remains.
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EQ-TARGET;temp:intralink-;e001;63;752Ndens ¼
η

4
3
πðrcore þ tshellÞ3

: (1)

We set the electron blur length equal to the mean expected
end-to-end distance for a three-dimensional (3-D) random
walk.14 This distance depends on two parameters. The
first parameter is the number of steps of the random walk,
which we take to be equal to the QE of the resist. The second
parameter is the mean step size, which we assume is equal to
the mean interparticle spacing of the resist, d. This mean
interparticle spacing can be determined from the average
number density: d ¼ 1∕N1∕3

dens. Therefore, our model equation
for electron blur is as follows:

EQ-TARGET;temp:intralink-;e002;63;609σblur ¼ d
ffiffiffiffiffiffiffiffiffiffiffi
Nsteps

p ¼
ffiffiffiffiffiffiffi
QE

p

N1∕3
dens

: (2)

Using Dill kinetics15 and assuming that the resist exhibits
no bleaching (A ¼ 0), then the dose-to-clear (or dose to gel
for a negative-tone resist) can be written as follows:16

EQ-TARGET;temp:intralink-;e003;63;528E0 ¼
− lnð1 − tÞ

C · expð−B · LÞ ; (3)

where t is the resist development threshold (between 0 and
1), Dill parameter B is equal to the effective resist absorp-
tivity α, as A ¼ 0. L is the film thickness and Dill parameter
C the exposure rate constant, which can be written as fol-
lows:13,16

EQ-TARGET;temp:intralink-;e004;63;428C ¼ QE · B
hν · Ndens

: (4)

Here, we have modified the usual equation for the expo-
sure rate constant in terms of a CAR (with the absorption
cross section of the sensitizer) to describe a non-CAR
(with the cluster density and absorptivity). Filling in
Eq. (4) into Eq. (3) gives

EQ-TARGET;temp:intralink-;e005;63;330E0 ¼
− lnð1 − tÞhν · Ndens

QE · B · expð−B · LÞ : (5)

With Eqs. (2) and (5), we now have direct expressions for
the relevant macroscopic resist parameters that only depend

on clearly defined microscopic parameters. Most of these
parameters relate to the geometrical composition of the
non-CAR. Two of the parameters such as QE and t refer
to the chemical properties of the resist and the subsequent
development step, respectively. For simplicity, the resist
exposure and development steps are not treated separately
in the following.

3 Monte Carlo Model Description
Figure 3 shows how the Monte Carlo model can be used to
study LCDU in contact holes. First, a lithography
simulation17 creates a relevant two-dimensional (2-D) aerial
image [Fig. 3(a)]. This aerial image is the spatial probability
distribution of the incoming photons in the Monte Carlo sim-
ulation. After exposure, the 3-D simulation volume has a dis-
tribution of aggregated nanoclusters; a 2-D cross section of a
slice of 2-nm thick is shown in Fig. 3(b). To determine the
CD of the exposed feature, a 2-D density map is calculated
from the 3-D simulation volume with aggregated clusters by
averaging over the full resist thickness along the z-direction
[Fig. 3(c)]. Finally, the CD is determined by setting a devel-
opment threshold; the edge points at which the density
crosses the threshold value is selected [Fig. 3(d)] and an
ellipse is fitted through the edge points. The CD is obtained
by extracting the circular diameter of equal area from the
ellipse, similarly as done in typical CD SEM metrology.
The CD and LCDU values reported in this paper are
based on 100 separate simulations with the same conditions.

4 Benchmarking with Experiments
To benchmark the model with experiments, the microscopic
parameters of the resist need to be defined. These can be
derived from experimentally observed macroscopic parame-
ters. Based on the reported Dill B of ∼20∕μm4,18 and Dill C
of 0.16 cm2∕mJ for a metal-oxide-based resist,18 a core
diameter of 0.7 nm, shell thickness of 0.15 nm, and a core
packing fraction of 0.35 were found when bulk absorptivity’s
of tin oxide (63∕μm) and the organic matrix (5∕μm, the
value for PMMA) were used. To match the experimentally
observed Dill C and the dose-to-clear (∼19 mJ∕cm2),18 we
calculated that one photon can initially aggregate up to
eight metal-oxide clusters (QE ¼ 8). Table 1 summarizes the
microscopic parameters that match the experimental data,
and the ranges we have considered in the following sections
of this paper.

Fig. 3 Determination of CD and LCDU for contact holes using the 3-D Monte Carlo model, showing
(a) 2-D slice through the aerial image at best focus position, obtained from a lithography simulation.
Bright and dark regions represent high and low photon density, respectively. (b) 2-D slice of cluster
aggregates after exposure, individual exposed clusters are indicated by the blue circles. (c) Aggregated-
cluster density map, and (d) ellipse fitted through edge points in density map.
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Figure 4(a) shows CD through dose for a 30-nm half pitch
(HP) square array of contact holes; it compares experimental
data (black dots) with the Monte Carlo model (red crosses).
The development threshold is used as a fitting parameter to
match the printed CD at a dose-to-size of 67.5 mJ∕cm2. This
development threshold is chosen to be fixed for all Monte
Carlo simulations. The CD in Fig. 4(a) reduces with dose,
which is expected for contact holes printed in negative-
tone resist. The Monte Carlo model shows good agreement
in CD with the experimental data over the entire dose range.
This may seem surprising at first sight as the metal-oxide
resist tends to shrink,11 and this effect is not taken into
account in the Monte Carlo model. As the resist lines are
all interconnected for contact holes, we expect shrink mostly
in the vertical direction. Therefore, we do not expect to see
shrink back in the experimental data.

Figure 4(b) compares the Monte Carlo model (red
triangles) results with experimental LCDU versus 1/NILS
(normalized image log slope9) data (black dots). Each
experimentally observed LCDU value is based on 81 differ-
ent contact hole measurements, which gives about 8% stat-
istical error on the LCDU value.19 The observed LCDU was
decomposed into resist, mask, and SEM contributions using

an ANOVA approach. Here, we only show the resist contri-
bution to the experimentally observed LCDU. Both the
experimental and modeled LCDU show a linear trend with
1/NILS, which has been observed before.9,20 However, the
Monte Carlo modeled LCDU taking into account the full
resist film thickness is consistently lower than the experi-
mental values. One step that is not included in this analysis
is the role of SEM metrology for these dense metal-oxide
resists. To estimate the depth of the resist layer that is probed
experimentally by the SEM, we modeled the number of
secondary electrons generated per primary electron within
a resist layer as a function of depth (Fig. 5). This is done
for primary electrons with an energy 300 eV, which corre-
sponds to the experimentally used SEM voltage. The simu-
lator is described in detail in Ref. 21. Over 90% of
the detected secondary electrons are generated in the top
8 nm of the resist layer. Therefore, in the SEM measurement
the majority of the detected electrons has only interacted
with the top 8 nm of the resist layer and has not been aver-
aged over the full resist thickness.

By taking into account only the top 8 nm of the resist film
thickness to determine the LCDU from simulations, good

Table 1 List of microscopic resist parameters and their typical values
for the Monte Carlo model.

Microscopic
parameter

Matching
experimental

data
Ranges

considered

Inorganic core diameter 0.7 nm 0.5 to 2 nm

Shell thickness 0.15 nm 0 to 0.5 nm

QE 8 1 to 20

Core packing fraction 0.35 0.3 to 0.65

Development threshold 0.6 0.1 to 0.99

dmax 2.5 nm 1.5 to 10 nm

Fig. 4 (a) Experimental (black dots) CD versus scanner dose for a 30-nm HP dense square array of
contact holes compared with Monte Carlo modeled (red crosses) data, (b) experimental (black dots)
resist LCDU (3σ) versus 1/NILS for a dense square array of contact holes through pitch (40 to
80 nm) compared with Monte Carlo results integrated over the full resist height (red triangles) and
the top 8 nm (red crosses).

Fig. 5 Simulated probability distribution of generating secondary
electrons per primary electron versus resist depth for incident energy
of 300 eV for a PMMA-based resist.
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agreement is found between experimental and simulated
LCDU versus 1/NILS curves [red crosses in Fig. 4(b)].
Limiting the interaction volume like this is still a crude
approximation to the full physical process of SEM image
formation, and this is a topic of further study. However,
with this approximation the predicted LCDU values match
experiments for a wide range of varying normalized
image log slope values. It should be noted that no further
fitting parameters have been used to achieve this matching.
The resist blur follows directly from the QE, resist number
density, and the maximum interaction length dmax. The
development threshold was determined from the dose-to-
size. Now that we have achieved this matching, we will
use the Monte Carlo model to investigate different resist
compositions.

5 Simulating the Effect of Changing Microscopic
Resist Parameters on LCDU

With the experimentally verified model, we can now vary
resist parameters to see the effect on the simulated
LCDU. The goal of this work is to use the simulator as a
guide for optimizing resists. One of the concerns of CAR
apart from low EUV absorptivity is their chemical noise
due to a limited PAG density. Chemical noise in inorganic
resist may come from granularity: at some point the particle
size itself will contribute to the resist LCDU. We simulated
the performance of several resists that have different particle
sizes. To study only the effect of changing the resist size,
other critical parameters, such as the optical contrast, the
average CD, and the dose-to-size of the simulations were
kept fixed. Large particles typically require a lower dose.
To keep the resist sensitivity the same for all particle
sizes, the QE was, therefore, lowered with increasing particle
size. The results are shown in Fig. 6. It should be noted here
that the optical contrast was not optimized.

Figure 6 shows the resist LCDU (3σ) of 20-nm HP dense
contact holes plotted as a function of cluster diameter. All
these resists were designed to have the same dose-to-size
(20 mJ∕cm2), optical contrast, and printing CD in the
Monte Carlo simulations, yet the LCDU is not constant.
An increase in LCDU is observed for increasing particle
size. We recognize the granularity of the resist: at some

size the particles are so large that they start to contribute
to the roughness of the edge of the contact holes, resulting
in an increased LCDU. Reducing particle diameter to 1 nm
or below is, therefore, recommended to limit granularity-
induced LCDU.

By changing microscopic parameters, the resist sensitivity
can be influenced. For instance, a smaller particle size and
lower QE will both lead to a decreased resist sensitivity.
Figure 7 shows the LCDU versus dose-to-size for contact
holes with HP ¼ 20 nm; every data point (red dots) repre-
sents a different resist system. In these simulations, both
the core radius and the QE were varied. Clearly, a lower
LCDU is observed when the dose-to-size of the resist is
increased. However, it is interesting to observe that the
power law that best fitted these simulated resist systems
had an exponent of dose−0.33 and not dose−0.5, which would
be expected if the result is determined by only photon shot
noise. In the next section, we will explain this difference in
scaling. To make sure that we only capture the influence of
the resist in these simulations, the optical contrast, the resist

Fig. 6 Simulated-resist LCDU (3σ) of 20-nm HP-dense contact holes plotted as a function of cluster
diameter. All resists were simulated with constant imaging conditions, the same dose (20 mJ∕cm2),
and the same printing CD (24 nm).

Fig. 7 Simulated resist LCDU (3σ) of 20-nm HP-dense contact holes
versus dose-to-size (red dots). The resist sensitivity was varied by
changing the core radius and QE in simulation. The resist absorptivity
and CD were kept constant at 20∕μm and 24 nm, respectively. The
dashed red line is a fit to the simulated data. The dashed black line is
the best fit with a fixed exponential of −0.5. The blue line is the result
of our analytical model.
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Dill B value, and the target CD were kept constant. Also
shown in the figure is the result of our analytical model
that will be introduced in the next section.

Using the Monte Carlo simulation tool, we also investi-
gated the impact of having a variable QE. In our simulation,
this meant that instead of selecting always a fixed amount of
clusters within the interaction volume, we let this number
be Poisson distributed. We found that a variable QE only
increased LCDU by a negligible amount. The reason for
this is that the realized QE is averaged over many photon
absorption events during exposure, and the dose sensitivity
is dependent on the exposed fraction; if a photon is absorbed
in a region that has a relatively low exposed fraction, then the
realized QE will be higher. This process effectively acts as a
feedback mechanism reducing the impact of a variable QE.

6 Capturing LCDU Scaling in an Analytical Model
The Monte Carlo model as introduced in the previous sec-
tions is very useful to quantify how different resist compo-
sitions might affect LCDU. However, the approach lacks
an intuitive explanation. To provide more insight, we modi-
fied an existing analytical model that described LCDU for
CAR22,23 to also apply to the non-CAR resist platform.
The core of this analytical LCDU model lies in counting
the number of absorbed photons16,24 in a relevant volume
based on the feature edge and the resist blur. For Poisson-
based statistics, the normalized dose noise scales with the
square root of the mean; therefore, the LCDU scales as
follows:

EQ-TARGET;temp:intralink-;e006;63;432LCDU½3σ; nm� ¼ 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Nphotons

s
1

ILSblurred
: (6)

The number of absorbed photons counted pertains to pho-
tons absorbed close to the edge of the feature, as uncertainty
in edge position causes local CD variations. The blurred ILS
is the optical contrast that translates the dose variations in
local CD variations. Writing out the number of absorbed
photons Nphotons for contact hole features results in

EQ-TARGET;temp:intralink-;e007;63;315LCDUCH½3σ; nm� ¼ 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hν

E0 · f · Pabs · 2πσblurCD

s
1

ILSblurred
:

(7)

In this equation, hν corresponds to the EUV photon
energy, E0 is the resist dose-to-clear, f is the resist photon
efficiency, Pabs ¼ 1 − expð−B · LÞ is the absorption proba-
bility, σblur is the resist blur, and CD is the critical
dimension.24 Equation 7 contains macroscopic parameters,
such as dose-to-clear and blur. However, as we have seen
in the above, these resist parameters depend on several
microscopic parameters and are therefore coupled. In the
following, we will investigate the effect of this parameter
coupling.

The equation for blur [Eq. (2)] has a reversed scaling with
QE and Ndens compared with the equation for the dose-to-
clear [Eq. (5)]. Therefore, by increasing the QE, blur
increases while the dose-to-clear decreases. Conversely,
if the Ndens increases (smaller particles) the blur decreases
and the dose-to-clear increases. This shows that based on

the microscopic properties, blur and dose-to-clear are
coupled.

To estimate how this coupling impacts LCDU, we look at
the dominant scaling behavior of Eq. (7). When we neglect
the contribution of tshell to the number density, then Ndens is
proportional to r−3core. Substituting this in Eq. (2) results in a
proportional scaling between blur and core size: σblur ∼ rcore.
Using the same approximation of Ndens for Eq. (5), we find
that E0 ∼ r−3core. If we then substitute σblur and E0 in Eq. (7),
we find

EQ-TARGET;temp:intralink-;e008;326;642LCDU ∼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E0 · σblur
p ∼ E−1∕3

0 : (8)

This scaling is fundamentally different from the often
reported dose−0.5 scaling and becomes apparent when certain
resist properties (such as cluster size or QE) are changed to
modify the resist sensitivity. It must be noted that the resist
blur also affects the translation from the optical contrast
(ILS) in the aerial image to the latent image, so that changing
the blur will also change the ILSblurred term. As indicated
above, many assumptions have been made during the deri-
vation of Eq. (8) such as the random walk and ignoring the
shell thickness. It is also assumed that all the microscopic
parameters can be changed independently. Still, this provides
the valuable insight how microscopic parameters influence
multiple macroscopic parameters, and how they together
contribute to LCDU. In the next section, we will address
the validation of this model.

7 Validation of the Analytical Model
Following the approach of the Monte Carlo model, we also
benchmarked the analytical model against experimental data.
In this calibration, the same microscopic resist parameters
are used as in the Monte Carlo simulation (see table 1).
As before, the development threshold is the only free param-
eter. The calculated macroscopic resist parameters match the
experimental absorptivity and dose-to-clear, and give a blur
of σblur ¼ 3.35 nm. To match the experimental dose-to-clear,
a development threshold of t ¼ 0.51 was required. Figure 8
shows the comparison between experiment, Monte Carlo
simulation, and analytical model for dense 30-nm HP contact
holes.

As can be seen in Fig. 8, the agreement of the analytical
model with the experimental data and the Monte Carlo
model is very good, especially when considering the fact
that no fitting parameters have been used. The development
threshold was tuned to match the experimental dose-to-clear,
and this in turn also determined the dose-to-size for this aer-
ial image. Therefore, there were no more free parameters in
this calculation. Figure 8(b) shows experimentally measured
LCDU (black dots), the simulated LCDU (red dots), and the
calculated LCDU using the analytical model (blue). As was
done for the Monte Carlo simulations, also here only the top
8 nm of the resist was taken into account. For the analytical
model, this reduces the total number of photons that are rel-
evant for the observed variability. The limited interaction vol-
ume was implemented by modifying the photon efficiency
f ¼ 8 nm

L ¼ 0.4 in Eq. (7). Note that in this figure the imaging
conditions and resist properties were kept fixed, such that the
dose-to-size was constant, only the scanner dose is varied.
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Another way of cross checking the analytical microscopic
LCDU model is by not varying the scanner dose but by
instead varying the resist sensitivity, as was done before
with the Monte Carlo simulations. In Fig. 7, we directly
compare the simulated result (red dots) with the analytical
model (blue line). The curve from the analytical model was
obtained by varying the resist core radius between 0.25 and
1.0 nm, which caused the dose-to-size to also change.
Although there is not a perfect match, the differences
between the analytical microscopic LCDU model and the
Monte Carlo simulations are small. Interestingly, both the
Monte Carlo and the analytical microscopic LCDU models
indicate that when changing the resist core radius, the LCDU
does not scale as ∼dose−0.5, but instead a scaling of dose−0.33
is found. The dose scaling ∼dose−0.5 originates from photon
shot noise considerations as given in Eq. (6). In the previous
section, we have derived a scaling equation LCDU ∼ E−1∕3

0

when the core radius is varying, which agrees well with the
scaling observed for both the Monte Carlo simulations and
the analytical model.

Although in Fig. 7, we have only varied the core size to
modify the resist sensitivity, in principle any microscopic
resist parameter can be varied with the analytical model.
Here, we assume that microscopic parameters can be
tuned independently, which in practice is certainly not the
case. For instance, changing the shell thickness using smaller
ligands will probably also affect the reactivity of the ligands
and therefore the QE. To explore which microscopic param-
eters are most efficient in reducing the LCDU, a sensitivity
analysis is performed for a number of microscopic resist
parameters: core radius, QE, shell thickness, and develop-
ment threshold. The starting point was taken to be:
rcore ¼ 0.47 nm, tshell ¼ 0.15 nm, QE ¼ 8, and t ¼ 0.60,
with the ranges considered as in Table 1. At the same
time, the mask, illumination conditions, and target CD are
considered to be fixed. The results are shown in Fig. 9. In
general, the LCDU decreases with an increase in the
dose-to-size; however, the scaling relation is very different
for the different parameters. These scaling relations may
be used to consider, which parameters are best adjusted.
For instance, varying the core radius is the most favorable
parameter to obtain the lowest LCDU at a given dose for
doses below 60 mJ∕cm2. When changing the resist QE,

the LCDU scales with dose in a very similar manner.
Changing the shell thickness, however, leads to a very unfav-
orable scaling relationship: the LCDU now increases much
more rapidly when increasing the resist sensitivity. The rea-
son for this is that the absorptivity of the core (∼60∕μm) is
∼12 times higher than that of the shell (∼5∕μm). The total
amount of absorbed photons will, therefore, be much higher
for the same cluster number density if the core is scaled ver-
sus when the shell is scaled. When the development thresh-
old is used as a scaling parameter, an exact dose−0.5 scaling is
found. The reason is that variations in the development
threshold impact the E0 of the model but does not change
the blur. Therefore, adjusting the threshold leads to the
most optimal scaling for high dose resists.

8 Conclusions
The variability of printing features with metal-oxide-based
resists was analyzed using two different approaches: with
Monte Carlo simulations and with an analytical model.
Both were validated by comparing with experimental data.
The experimentally observed LCDU versus 1/NILS relation
can be matched with the Monte Carlo simulations when the
role of SEM metrology is taken into account. Our analysis

Fig. 8 (a) CD versus scanner dose and (b) Resist LCDU (3σ) as function of scanner dose for a 30-nm
half-pitch square array of contact holes. Here, the experimental results (black dots) are compared with
Monte Carlo simulations (red dots) and the outcome of the analytical model (blue line).

Fig. 9 LCDU versus dose-to-size, obtained by doing a sensitivity
analysis of microscopic parameters (core radius, QE, shell thickness,
and development threshold) using the analytical model.
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shows that only the top 8 nm of the resist contributes to the
LCDUmeasurement. It is shown that resist granularity domi-
nates LCDU for a cluster diameter >1 nm. Microscopic
parameters such as core size and QE influence multiple mac-
roscopic parameters (resist blur and dose-to-clear). Both the
Monte Carlo simulations and the analytical model confirm
that this leads to a LCDU versus dose scaling of dose−0.33

when core size or QE are changed, instead of dose−0.5 scal-
ing, which is observed when changing development thresh-
old. Apart from resist properties, LCDU can be further
reduced by increasing optical contrast by optimizing source
and mask, and increasing the scanner numerical aperture.
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