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Abstract. Here we present an ultrahigh-speed Fourier-domain optical coherence tomography (OCT) that records
the OCT spectrum in streak mode with a high-speed area scan camera, which allows higher OCT imaging
speed than can be achieved with a line-scan camera. Unlike parallel OCT techniques that also use area scan
cameras, the conventional single-mode fiber-based point-scanning mechanism is retained to provide a confocal
gate that rejects multiply scattered photons from the sample. When using a 1000 Hz resonant scanner as the
streak scanner, 1,016,000 A-scans have been obtained in 1 s. This method’s effectiveness has been demonstrated
by recording in vivo OCT-image sequences of embryonic chick hearts at 1000 frames/s. In addition, 2-megahertz
OCT data have been obtained with another high speed camera. C©2011 Society of Photo-Optical Instrumentation Engineers (SPIE).
[DOI: 10.1117/1.3593149]
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1 Introduction
Much research has been devoted to increasing the imaging speed
and resolution of optical coherence tomography (OCT). Al-
though OCT with an A-scan rate of multimegahertz has been
achieved using a swept light source,1 it has not been achieved
for the 800 nm regime.2 In addition, the wavelength sweep
range is narrow for presently available swept sources, result-
ing in limited axial resolution. Compared with swept-source
OCT (SS-OCT), when the bandwidth or center wavelength is a
concern, spectrometer-based Fourier domain OCT (FD-OCT) is
more flexible in choice of the light source. For instance, super-
continuum light generated by photonic crystal fibers can cover
either the 800 nm or the 1.3 μm regime.3, 4 However, in con-
ventional FD-OCT, the A-scan rate is limited by the line-scan
cameras [either a CCD type5, 6 or a CMOS type,7 as shown in
Fig. 1(a)]. An OCT A-scan is obtained by taking the Fourier
transformation of the interference spectrum recorded on the
camera sensor that is arranged as a one-dimensional array. Thus,
the A-scan rate of an FD-OCT is equal to the line-scan rate
of the camera that records and transfers the interference spec-
trum into the computer. Currently, the fastest line-scan camera
(SPL4096-140k, Basler Vision Tec) can scan 140,000 lines in
1 s (each line includes 4096 pixels); even using a region of in-
terest with 1024 pixels, the OCT A-scan rate will be less than
560,000 Hz. A state-of-the-art area-scan camera can achieve a
higher data-acquisition rate than a line-scan camera can. For ex-
ample, an area-scan camera (Fastcam SA5, Photron) can capture
7500 frames of two-dimensional images (1024×1000 pixels) in
1 s. If each interference spectrum is recorded by a line of sensor
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comprised of 1024 pixels, 7,500,000 OCT A-scans can be ob-
tained in 1 s when the exposure time is negligible. Thus, using
high speed area-scan cameras allows for the development of a
megahertz OCT.

In recently reported area-scan camera-based parallel spectral
OCT,8 an area-scan camera was used to record the spectra of
the OCT signal in parallel by illuminating the sample with a
line-light source. However, the crosstalk among different spatial
image spots reduced both the signal-to-noise ratio (SNR) and
the spatial resolution. This problem is also found in full field
swept-source OCT (FF-SSOCT).9

Here, we report streak-mode Fourier domain optical coher-
ence tomography (SM-FDOCT), a technique in which an area-
scan camera is used instead of a line-scan camera to record
the OCT spectrum. This SM-FDOCT retains the conventional
point-scanning mechanism so that the small aperture of the
single-mode fiber functions as a confocal gate for rejecting mul-
tiply scattered photons. While the probe beam is scanning the
sample laterally, the corresponding OCT spectrum is physically
scanned on the area-scan camera using a streak scanner, which
can be, for example, a galvano mirror, a resonant mirror, a polyg-
onal mirror, an acoustic- or electro-optic deflector. As shown in
Fig. 1(b), pixels of the camera are illuminated by the OCT spec-
trum row by row in correspondence with each A-scan (depth
profile) at different lateral positions.

2 Experimental Setup
2.1 Light Source
The streak-mode FD-OCT imaging system developed here
is schematically shown in Fig. 2. A femtosecond (fs) laser
(Tsunami, Spectra-Physics) provides a Gaussian-like spectrum
at 830 nm with 80 fs pulse duration, corresponding to a spectrum
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Fig. 1 Scanning mechanisms for (a) conventional FD-OCT and
(b) streak-mode FD-OCT.

of 25 nm full-width-at-half-maximum (FWHM). A free-space
isolator is used to block the back reflections. Then the laser beam
passes a half wave-plate and a polarized beam splitter (PBS),
successively. With the half wave-plate in rotation, the PBS plays
the role of variable attenuator. The transmitted beam is coupled
into a 50-m conventional single mode fiber (SMF), which has
a mode field diameter of 5.6 μm. A broadened spectrum of
40 nm FWHM due to self-phase modulation10–12 was obtained.

2.2 Interferometer
The SMF is connected to a high-power fiber circulator. The
spectrally broadened light is redirected into the fiber circulator
and then split into two beams by a 10/90 2×2 fiber coupler.
The probe beam in the sample arm, extracted from the 90%
port of the 2×2 fiber coupler by a collimator, is deflected by
an X-Y scanner onto a sample via an achromatic lens, which
provides a 1/e2 spot size of 15 μm (beam waist radius w0

= 7.5 μm). The reference beam in the reference arm, extracted
from the 10% port of the 2×2 fiber coupler by a collimator, is
focused on a reference mirror by an achromatic lens. The two
beams, after interacting with the sample and the reference mir-
ror, respectively, return to the 2×2 fiber coupler and combine to
form an interference beam, the OCT signal, which is collected by
the delivery fiber of the circulator. The polarization controllers
in the two arms are adjusted to maximize the fringe visibility
on the camera. A variable neutral density filter is placed in the
reference arm to adjust the intensity of the reference beam for
optimizing the system sensitivity.13, 14 A fiber-pigtailed diode
laser, which has 1 mW output at 633 nm, is used as a marker
laser to visualize the focal point of the probe beam within the
sample.

2.3 Streak-Mode Spectrometer
After exiting from the output port of the circulator, the interfer-
ence beam is collimated and then introduced into a streak-mode
spectrometer, which is composed of an 1800-lines/mm trans-
mission diffracting grating (Wasatch Photonics), a 4F config-
ured lens pair, a 1000 Hz resonant scanner used as the streak
scanner, a telescope unit, an achromatic focusing lens, and a
high speed area scan CMOS camera (Y4, 1016×1016 pixels,
4000 f/s) from IDT.

The collimated interference beam, with a 1/e2 diameter of
7.5 mm, enters the grating at an incident angle of 48 deg (in
total M = 20175 grating lines are illuminated). The spectral
resolution can be calculated by (δλ)min = λ0/(mm), where λ0 is
the center wavelength of the source (here λ0 = 830 nm), and m is
the diffraction order (here m = 1), and thus (δλ)min = 0.041 nm.
Since the clear aperture of the resonant scanner is limited, the

Fig. 2 Schematic of the streak-mode FD-OCT.
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4F lens pair, which includes two identical achromatic lenses F1
and F2 ( f1 = f2 = 40 mm), converts the diverging beam into
a converging beam to make the beam fit the scanner’s optical
window. The grating is located at the front focal plane of F1,
and the resonant scanner is placed at the back focal plane of F2.

The telescope, which is composed of a negative achromatic
lens F3 ( f3 = −40 mm) and a positive achromatic lens F4 ( f4

= 80 mm), provides a 2:1 beam expansion ratio. This negative–
positive lens-pair design reduces the length of the telescope
and enables a large scanning angle range when the clear aper-
ture of the lens is fixed. After expansion, the beam diameter is
15 mm. The focusing lens F5 ( f5 = 150 mm) is placed behind
the telescope to focus the expanded interference beam into a
sharp spectrum on the camera sensor. The numerical aperture
is 0.05, resulting in a 1/e2 spot width of 10.6 μm, which is
smaller than the pixel size (13.9 μm) of the camera. One row
of the CMOS sensor (including 1016 pixels) detects a 80 nm
bandwidth beam, and thus each pixel is separated by δλ = 0.079
nm, which is larger than the spectral resolution determined by
the diffraction grating (0.041 nm). This spectral sampling in-
terval results in a depth range of ZRD = 2.18 mm, given by
ZRD = λ2

0/(4δλ).15 Within a tissue with a refractive index of
1.34, the depth range is 1.63 mm.

The telescope plays an important role in the streak-mode
spectrometer: since the clear aperture of the streak scanner is
limited when high scanning speed is required, the beam diame-
ter cannot be enlarged before passing the scanner. With the beam
size being enlarged by the telescope located behind the scanner,
the numerical aperture of the focused light is large enough to
obtain a sharp spectrum on the sensor plane, maintaining the
spectral resolution. In addition, the telescope reduces the parax-
ial angle of the interference beam incident on the focusing lens
and thus decreases the effect of lens aberrations.

2.4 Synchronization of Scanners
Both the camera exposure and the streak scanning are synchro-
nized with the B-scanning of the sample in the X direction. In
detail, a NI 6733 board is used to generate a 1000 Hz sine wave
as the voltage-angle input (VAI) signals for the X-scanner, an-
other 1000 Hz sine wave is used as the external clock (EC)
for the resonant scanner, and a 1000 Hz square wave is used
as the exposure trigger (ET) signal for the camera. The con-
trol board of the X-scanner has an angle-voltage output (AVO)
that is used as feedback signal indicating the true angular po-
sition of the scanner. The resonant scanner is phase-locked to
the EC signal by the phase lock driver, which also has an AVO
signal. For the X-scanner, there is a time delay between the
VAI and the AVO signals. The time delay between the ris-
ing edge of the ET signal and the start of the exposure of
the camera is much shorter than the X-scanner’s delays and
thus can be neglected. A multichannel oscilloscope is used
to monitor the ET and AVO signals, and the phases of the
VAI signal and the EC signal are adjusted to make sure that
the X-scanner, streak scanner, and exposure of the camera are
synchronized. During streak scanning, the focused spectrum line
scans across the camera’s sensor plane. Spectra corresponding
to A-scans at different sample positions are recorded onto dif-
ferent rows of the area-scan camera. Each row of pixels matches
the corresponding A-scan of the sample.

2.5 Effect of Streak Scanning
2.5.1 Mathematical model

Considering a single layer of scatterers, the sample’s
backscattering amplitude is simplified by r (x, y, z) = r (x, y)δ
[z − z(x, y)]. For a Gaussian beam with a large confocal param-
eter, the intensity profile can be expressed by:16

g(x, y, z) = 1

πw2
0

exp
[−(x2 + y2)/w2

0

]
, (1)

where w0 is the 1/e2 spot radius of the probe beam. In con-
ventional FD-OCT, a line scan camera is used to record the
stationary spectrum line. The number of photoelectrons asso-
ciated with fringes arising from the interference between the
reference and sample beam can be given:16

NFDOCT(k) ∝
∫

rect(t/T )dt
∫∫

dxdy r (x, y)g(x−xb, y−yb)

× exp[−i2k(z − zb)], (2)

where (xb, yb) denote the transverse coordinate of the probe
beam in the sample zb denotes the longitudinal coordinate of
the zero-delay point. In SM-FDOCT, the interference spectrum
is scanned on the camera sensor. Considering that the focused
spectrum line has a Gaussian profile in the direction perpendic-
ular to the spectral line

h(ξ, k) = 1√
πw1

exp
[−ξ 2/w2

1

]
, (3)

where w1 denotes the 1/e2 spot half-width ξ denotes the trans-
verse coordinates of the focused spectrum line at the camera sen-
sor, with ξ perpendicular to the spectral line. Correspondingly,
the number of photoelectrons associated with an interference
fringe received by each pixel of the camera can be calculated
by:

NST(k) ∝
∫

dt

a/2∫

−a/2

h(ξ + vξ t)dξ

∫ ∫
dxdy r (x, y)

× g(x − xb, y − yb) exp[−i2k(z − zb)], (4)

where a denotes the width of a camera pixel, and vξ denotes the
moving velocity of the spectral line related to the camera sensor.
Performing integration over the pixel width, we have:

NST(k) ∝
∫

H (t)dt
∫ ∫

dxdy r (x, y)g(x − xb, y − yb)

× exp[−i2k(z − zb)], (5)

where

H (t) =
a/2∫

−a/2

h(ξ + vξ t)dξ. (6)

Comparing Eq. (2) with Eq. (5), we can see the effect of streak
scanning is merely a change of the time window from rect(t/T )
to H (t), where T denotes the integration time of the line-scan
camera in conventional FD-OCT; in SM-FDOCT, T is defined
by T = a/vξ . Physically, H (t) represents a prolonged integra-
tion time related to T. Examples of the prolonged integration
time are shown in Fig. 3 for five different values of the pixel
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Fig. 3 Prolonged integration time.

width normalized to the spot half-width of the spectrum line
(a/w1). Related to T , the effective integration time Teff , which
is defined as the 1/e2 width of H (t), is prolonged by a factor
of 5.7 for a/w1 = 1/2; 3 for a/w1 = 1; 1.85 for a/w1 = 2;
and 1.3 for a/w1 = 4. When a/w1 increases, H (t) gradually
approaches the rectangular function rect(t/T ) as shown in the
case of a/w1 = 20. For our setup, the designed a/w1 was 2.6,
which produced an integration time with a prolonged factor
of 1.62.

It is notable that the area of the time profile is conserved, i.e.,∫
H (t)dt = ∫

rect(t/T )dt , although the temporal profile varies
with different a/w1. Physically, this means when a light beam
with a constant power (not a time function) is introduced into
a streak-mode spectrometer, the corresponding photon number
for a single pixel will not change with a/w1.

2.5.2 Axial motion

Considering the sample has an axial velocity vz related to the
probe beam, zb is no longer a constant but is given by zb − vzt .
For conventional FD-OCT, the axial motion produces a penalty
in OCT signal intensity by a factor of sin2(k0�z)/(k0�z)2 in
the case of |�z| � z − zb, where �z = vz T .16 For streak mode
FD-OCT, similarly, Eq. (5) can be rewritten as:

NST(k) ∝
∫

H (t) exp(−i2kvzt)dt
∫ ∫

dxdy r (x, y)

× g(x − xb, y − yb) exp[−i2k(z − zb)]. (7)

Performing time integration, we get:

NST(k) ∝ D(k)
∫ ∫

dxdy r (x, y)g(x − xb, y − yb)

× exp[−i2k(z − zb)], (8)

where

D(k) =
∫

H (t) exp(−i2kvzt)dt . (9)

When calculating a complex-valued OCT A-scan profile by
Fourier transforming Eq. (8) with respect to 2k, the factor
D(k) can be approximated as a constant D(k0), in the case
of |�z| � z − zb. Thus, Eq. (8) indicates that the axial motion
produces a penalty in the OCT signal intensity by a factor of
D2(k0). Examples of the axial motion-induced SNR drop are
calculated for 3 different values of pixel width a normalized to
spot half-width w1 of spectrum line and compared with the SNR
drop in conventional FD-OCT (Fig. 4). In the case of the same

Fig. 4 Comparison of axial-motion-induced SNR drop between SM-
FDOCT and conventional FD-OCT.

axial velocity vz and T , SM-FDOCT has a larger SNR drop than
conventional FD-OCT, especially when a/w1 is small. This phe-
nomenon can be described as: According to the discussion in
Sec. 2.6.1, streak scanning introduces a prolonged integration
time, and thus the fringe washout due to the continuous phase
change of fringes is more severe than that seen in the case of
conventional FD-OCT. When large a/w1 is chosen (>2), this
extra SNR drop is small in the case of k0�z � 1. For our setup,
the designed a/w1 is 2.6, and the extra SNR drop is negligible
when k0�z � 1.

2.5.3 Transverse motion

Without loss of generality, we still assume that the sample is
a single scattering layer moving at constant transverse velocity
vx related to the stationary probe beam. Thus, xb is no longer a
constant but is replaced by xb − vx t . Eq. (5) can be written as:

NST(k) ∝
∫

H (t)dt
∫ ∫

dxdy r (x, y)g(x − xb + vx t, y − yb)

× exp[−i2k(z − zb)], (10)

Performing time integration, we get:

NST(k) ∝
∫ ∫

dxdy r (x, y)GST(x − xb, y − yb)

× exp[−i2k(z − zb)], (11)

where

GST(x, y) =
∫

H (t)g(x + vx t, y)dt. (12)

GST(x, y) is an effective beam profile. For a random scat-
tering sample, the speckle-averaged signal is proportional to∫

G2
ST(x, y)dxdy.16 Thus, there is a SNR drop with the increas-

ing velocity of the transverse motion. The amounts of the SNR
drop with four different a/w1 values are calculated and com-
pared with that of the conventional FD-OCT in Fig. 5. The
transverse displacement �x = vx T is normalized to w0. SM-
FDOCT has a larger SNR drop than conventional FD-OCT, cor-
responding to the same �x/w0, especially when a/w1 is small.
This is because streak scanning leads to a prolonged integration
time. When �x/w0 = 1, a/w1 of 1/2, 1, 2, and 4 produce 3.56,
1.68, 0.76, and 0.45 dB, respectively, SNR decreases due to
transverse motion; for conventional FD-OCT, the SNR decrease
is 0.34 dB. In the case of �x/w0 � 1, the difference of the
SNR drop between the streak mode and conventional FD-OCTs
is small if the condition of a/w1 > 2 is satisfied. For our setup,
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Fig. 5 Comparison of transverse-motion-induced SNR drop between
SM-FDOCT and conventional FD-OCT.

the designed a/w1 is 2.6; thus, the extra SNR drop is negligible
in the case of small transverse motion.

3 Experiment
The X-scanner and the streak scanner were operated at 1000 Hz.
Because the angular velocity of the resonant was a cosine func-
tion with time, vξ had larger values at the center and smaller
values at the two ends of the scanning range, resulting in a
nonuniform exposure of the entire camera sensor. To take full
advantage of the dynamic range of the camera and avoid satu-
ration, the range of the streak-scanning was set larger than the
width of the entire sensor, and the sensing region occupied only
the central 85% of the scanning range (approximately corre-
sponding to the [−58 deg, 58 deg] phase range of the resonant
scanner). The total scanning time for the entire sensor was about
320 μs and accounted for 64% of the unidirectional scanning.
Thus, the overall duty cycle of the B-scanning was about 32%.
In this case, the exposure level of pixels at two edges of the
sensor was about 1.89 times that seen at the center. The camera,
which could achieve 4000 frames/s at full resolution, was faster
than the scanning frequency of the resonant scanner. During
OCT imaging, the camera was operated at 1000 frames/s, with
full resolution of 1016×1016 pixels, and the exposure time of
the camera was set at 500 μs, which allowed integration only
during unidirectional B-scans.

3.1 Sensitivity
3.1.1 SNR analysis

For a biomedical tissue sample, SM-FDOCT has an extra
motion-induced SNR drop due to the prolonged integration time
compared with conventional FD-OCT. For a stationary, mirror-
like sample, the extension in integration time remains; however,
the interference signal is invariant in phase and amplitude against
streak-scanning, and thus there is no fringe washout; the sensi-
tivity of the SM-FDOCT system can be theoretically calculated
using a method similar to that used for conventional FD-OCT.5

�ST = �Ns

1 + N 2
el/Nref + α

(
f/�vpixel

)
Nref

, (13)

where �Ns is the sum of electrons over a line of camera pixels
(corresponding to an A-scan) generated by the sample light
returning from a 100% reflector, Nel is the electrical noise,
Nref is the electron number produced by the reference light,

α is a factor determined by the polarization degree of the light
source (α = 1 for unpolarized light and 2 for polarized light),
f is the detection bandwidth, �vpixel is the spectral line width
for a single pixel and can be calculated by �vpixel = �v/N ,
where �v is the effective spectral line width of the source,14

and N = 1016 is the total number of camera pixels receiving
a line of spectrum. However, for conventional FD-OCT, the
detection bandwidth is given by f = 1/(2T ); for streak-mode
FD-OCT, due to the prolonged integration time, the detec-
tion bandwidth is given by f = 1/ (2Teff). For a stationary
mirror sample, both sample power Ps and reference power
Pr are constant. Since

∫
H (t)dt = ∫

rect(t/T )dt (Sec. 2.5.1)
for streak-mode FD-OCT, we get �Ns = ρηPs T/(hv0) and
Nref = ρηPr T/(hv0 N ), where ρ = 64% is the spectrometer ef-
ficiency, η = 30% is the quantum efficiency of the camera, h
is Planck’s constant, and v0 is the center frequency of the light
source. After propagating in the long single-mode fiber, the light
can be treated as an unpolarized light (α = 1). Here, �vpixel

= 17.9 GHz.
The main noise sources in each pixel include the shot noise

Nsh, the electrical noise Nel, and the relative intensity noise
NRIN, all measured in number of electrons. The full well ca-
pacity of the Y4 camera is 40,000 electrons. To avoid the sat-
uration of pixels at the two sides of the sensor, the reference
light is adjusted to allow about 40% camera saturation at the
center (around the 508th A-scans); thus, for each pixel, Nref

is about 16,000 electrons and the number of shot noise pho-
toelectrons is 126.5, given by Nsh = N 1/2

ref ; the electrical noise,
including the read-out noise, the dark current noise, and the dig-
itization noise, is found to be Nel = 70.9 electrons. The RIN
noise is given by NRIN = (

f/�vpixel
)1/2

Nref .5 At the center of
the sensor, the streak scanning velocity vξ is 52.1 m/s, thus,
T = a/vξ is 0.267 μs; because of the prolonged integration fac-
tor of 1.62 in the case of the designed a/w1 = 2.6, the effective
integration time Teff is about 0.43 μs, resulting in a 1.16-Mhz
detection bandwidth. Thus, the RIN noise is 128.6 electrons,
slightly larger than the shot noise. Therefore, for each pixel, the
total noise power N 2

noise = N 2
sh + N 2

el + N 2
RIN is 2.35 times the

shot-noise limit. A total sample power of 37.5 mW returning
from a gold-mirror sample was measured at the output fiber
tip of the interferometer. Equation (13) predicts a sensitivity of
95.3 dB for the A-scans around the central region of the camera.
For A-scans at two sides, T = a/vξ is about 0.503 μs, corre-
sponding to an effective integration time Teff of about 0.81 μs,
and, thus, the RIN noise is 177.6 electrons (Nref = 30,240 elec-
trons). As a result, the total noise is 2.21 times the shot-noise
limit. Equation (13) predicts a sensitivity of 98.3 dB.

3.1.2 Experimental measurement of SNR

To measure the sensitivity of the system, we placed a 3 OD neu-
tral density filter (total attenuation: –60 dB) into the sample arm
and used a gold mirror as the sample. The X- and Y-scanners
were not operated. The sensitivity was calculated by measur-
ing the SNR (SNR = 10 log10[S2

peak/Nvar], where Speak and Nvar

represent the signal peak of the mirror and noise variance, re-
spectively) and adding 60 dB to this value. Figure 6 shows the
sensitivity distribution along the B-scan when the mirror was
located at a depth of 450 μm. The data demonstrated that the
sensitivity of ∼95 dB was measured at the center of the B-scan,
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Fig. 6 Sensitivity distribution of the SM-FDOCT system.

in agreement with the theoretically expected value 95.3 dB. At
two sides of the B-scan, >90 dB sensitivity was measured, but
lower than the theoretically expected value. This might be be-
cause lens aberrations were more severe at two sides than at the
center, which could result in degraded spectrometer resolution
and fringe visibility; thus, there was an extra SNR decrease at
two sides of the B-scan. This issue might be addressed by aber-
ration correction. Since the resonant scanner was thin, another
possible reason was the mirror’s wobbling and deformation at
two ends of the scanning range, where it had larger angular ac-
celeration and thus distorted the wavefront and introduced extra
aberrations; this could be improved by using a more rigid streak
scanner (i.e., a polygonal scanner).

3.2 OCT Imaging
To demonstrate imaging capability of the proposed SM-FDOCT,
we imaged several biomedical samples using our SM-FDOCT.

3.2.1 In vitro imaging of an onion sample

An onion sample was imaged using this OCT system. The result
is shown in Fig. 7.

3.2.2 In vivo imaging of a developing embryo
chick heart

To demonstrate the dynamic imaging capability, our SM-
FDOCT was used to image the heart outflow tract (OFT) of
HH19 stage chick embryos. Fertilized white leghorn eggs were
incubated at 38.2 ◦C until they reached the HH19 stage. A win-

Fig. 7 SM-FDOCT image of an onion sample. The scale bar is
200 μm.

Fig. 8 SM-FDOCT image sequence in a single heart stroke of an
HH19 chick embryonic heart at 1000 frames/s (Video 1): (a) begin-
ning of the systole (Video 2); (b) mid-systole; (c) end of the sys-
tole; (d) beginning of the diastole (Video 3); (e) mid-diastole; and (f)
end of the diastole. Scale bar: 200 μm. Video 1 (MPEG, 6.6 MB)
[URL: http://dx.doi.org/10.1117/1.3593149.1]; Video 2 (MPEG, 2.0
MB) [URL: http://dx.doi.org/10.1117/1.3593149.2]; Video 3 (MPEG,
3.6 MB) [URL: http://dx.doi.org/10.1117/1.3593149.3].

dow was open at the air sac end of the shell and a part of
the chorionic membrane was carefully removed to enable op-
tical access to the embryo. During OCT imaging, the embryo
was left in the shell. To maintain a constant temperature, about
three quarters of the egg was dipped into a 37 ◦C custom-made
water-jacketed incubator with a temperature control system in-
cluding a heater and a temperature feedback unit. The whole
water-jacketed incubator was placed on the stage of the OCT
system.

To image the OFT, the height of the OCT probe was adjusted
by a vertical translation stage to bring the chick heart in focus.
About 30 mm working distance between the probe and the egg
allowed us to see the transverse position of the focal point with
the help of the 633 nm marker laser, which shares the same OCT
probe with the imaging broadband source centered at 830 nm. A
sequence of 2000 cross-sectional images across the OFT were
acquired in 2 s. The results are shown in Fig. 8 and Video 1. A
systole period of 120 ms is displayed by Video 2, and a diastole
period of 220 ms is displayed by Video 3.

4 Discussions
We noticed that the strong sample power might exceed the laser
exposure safety standard, depending on the scanning protocol,
although the safety standard for a chick heart is unknown. A
multiple-channel design, using multiple well-separated probe
beams,1 can reduce the light-induced damage for biomedical
samples. Furthermore, for a system with low-duty cycle, the
light can be blocked by a high speed shutter (i.e., an electro-optic
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Table 1 Comparison of different streak scanners.

Type of scanner Clear aperture (45 deg incident angle) Repetition rate Angular scan range (optical) Total scanning speed

Galvano mirror 10 mm 500 Hz 5 deg (unidirectional) 2500 deg/s

Resonant mirror 10 mm 1000 Hz 16 deg (unidirectional) 16,000 deg/s

Polygonal mirrora 10 mm 2000 Hz 24 deg (at 50% duty cycle) 48,000 deg/s

aA polygonal mirror with 15 facets and 150 mm diameter, rotating at 8000 rpm.

modulator) during the dead time. For instance, in our setup, the
duty cycle is 32%, thus, the total exposure energy for biomedical
samples can be reduced by ∼3 times with a shutter.

A problem with this resonant scanner-based SM-FDOCT is
nonuniform exposure that occurs because of the velocity of the
streak scanning is a cosine function of time. To avoid saturation
of the camera, the scanning range of the resonant scanner was
set larger than the width of the sensor; however, this compromise
resulted in a reduced duty cycle (32%). If a galvano scanner is
used as the streak scanner, linear streak scanning can be held
in most of the scanning range, and the duty cycle can be close
to 50%; however, the limitations of the scanning speed and
scanning range of the galvano scanner make a megahertz OCT
impossible. Using a polygonal scanner as the streak scanner
may sufficiently resolve this problem since it can achieve linear
and fast-streak scanning. Furthermore, unlike the back-and-forth
scanning style for both the galvano scanner and resonant scanner,
the unidirectional scanning of the polygonal scanners allows a
duty cycle of >50%. Nonetheless, the frame rate of the camera
used in this work was too fast, and the frequency of the resonant
scanner rate was not able to match the camera. The A-scan rate
of this OCT technique can be further increased by replacing the
streak scanner with a polygonal scanner. These three types of
scanners are compared in scanning speed as shown in Table 1.
For instance, a polygonal mirror with a clear aperture of 10 mm
at 45 deg incident angle can achieve a higher repetition rate
(2 KHz) and larger angular-scan range (24 deg optical angle)
than we now have, which ensures that the entire camera sensor
is covered.

We also noticed that the maximum scanning range of the res-
onant scanner used in this work is large enough for a camera with
a larger sensor. A demonstration Pco.dimax camera from Cooke
Corporation (2016×2016 pixels, 1000 frames/s) was tested in

Fig. 9 Preliminary OCT images of day 3 chick embryos from a
SM-FDOCT using a demo Pco.dimax camera. (a) and (b): results from
different embryos. The scale bar is 200 μm.

our system: It replaced the Y4 camera. The same sample power
was used, but the scanning range of the resonant scanner was
increased to match the larger sensor. By setting a window of
1024×2016 pixels and an exposure time of 500 μs, the camera
was operated at 1000 frames/s. The short aspect (1024 pix-
els) was set parallel to interference spectrum. Thus, 2,016,000
A-scans were obtained in 1 s. Day-3 chick embryos were
scanned by this new system, and the results are shown in Fig. 9.
Since its pixel size was 11 μm, and the height of the window
was smaller than that of the Y4, there was a truncation in the
spectrum. And, because the width of the sensor window was
larger than that of the Y4 camera, there was an additional SNR
drop due to lens aberrations at two sides of the B-scan as de-
scribed in Sec. 3.1. But, the increase of A-scans per B-scan with
current resonant scanner-based SM-FDOCT was demonstrated.

From SNR analysis, we can see that, generally, RIN noise
will gradually dominate the total noise if the detection band-
width increases further (i.e., increasing the A-scanning rate).
This phenomenon will harm the sensitivity of the system with
a larger detection bandwidth. However, when a camera with
low noise is used, shot-noise-limited detection can be kept by
reducing Nref . Another solution for this problem is to use the
multichannel design, which can keep the total A-scan rates while
reducing the detection bandwidth.

5 Conclusions
We have demonstrated the design of a resonant scanner-based
streak-mode FD-OCT and its application in ultrahigh-speed bi-
ological tissue imaging. Furthermore, in this technique, we have
shown that the effect of the streak scanning is the change of
the integration time window from rect(t/T ) in conventional
FD-OCT to prolonged H (t) in streak mode FD-OCT. The
prolonged integration time induces a larger SNR drop when
samples are measured with axial or transverse motion com-
pared with conventional FD-OCT. However, with sharp spec-
trum (a/w1 > 2), this difference is negligible when sample mo-
tion is small (k0�z � 1, �x/w0 � 1). In SM-FDOCT, aber-
rations result in SNR degradation at two sides of the B-scan,
which may be improved by additional aberration correction.
The outflow tract of HH19 chick hearts were imaged using this
method at 1,016,000 A-scans/ps, and preliminary 2-M OCT
data were obtained with another demo camera. The results
demonstrated that this technique has the potential for MHz
OCT imaging. Due to its high temporal resolution, it is suitable
for cross-sectional imaging of high speed dynamic biomedical
processes.
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