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Abstract. Four-dimensional �4D� �3D+time� measurement systems
make it possible today to measure objects while moving and deform-
ing. One of the fields where 4D systems prove themselves useful is
medicine—particularly orthopedics and neural sciences—where mea-
surement results may be used to estimate dynamic parameters of a
patient’s movement. Relatively new in 4D, optical full-field shape
measurement systems capture more data than standard marker-based
systems and open new ways for clinical diagnosis. However, before
this is possible, the appropriate 4D data processing and analysis meth-
ods need to be developed. We present a new data analysis path for
4D data input as well as new shape parameters describing local fea-
tures of a surface. The developed shape parameters are easier and
quicker to calculate than standard surface parameters, such as curva-
tures, but they give results that are very similar to the latter. The pre-
sented 4D data analysis path allows characteristic areas on the body,
so-called anatomical landmarks, to be located and traces them in time
along the measurement sequence. We also present the general con-
cepts and describe selected steps of the developed 4D data analysis
path. The algorithms were implemented and tested on real and
computer-generated data representing the surface of lower limbs. Fi-
nally, we give sample processing and analysis results. © 2008 Society of
Photo-Optical Instrumentation Engineers. �DOI: 10.1117/1.2960017�

Keywords: 4D measurement; 4D data analysis; tracing of anatomical landmarks;
surface shape parameters; surface curvature; range data analysis.
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Introduction
he measurement of human movement is very important in

oday’s world of medicine. The introduction of 4D �3D
time� measurement systems for medical applications allows
patient’s motion to be monitored and various dynamical

arameters to be estimated. Nowadays human movement
easurement systems are widely used in many medical areas,

ncluding orthopedics, neurosciences, and sport medicine.1

Today’s 4D measurement systems for medical purposes are
ainly based on the use of retroreflective markers. These are

sually circular or spherical objects attached to a patient’s
kin or clothes in points of high medical interest, including
natomical landmarks such as joints, vertebrae, etc. During
he measurement, a patient performs defined movements, such
s limb flexion/extension, walking, cycling, etc. in the sys-
em’s calibrated measurement volume. The measurement vol-
me is observed by a set of video cameras, whose sequences
f images are used to calculate the markers’ position in time
ith the use of photogrammetric techniques. Consequently,

he markers’ trajectories are used to animate a virtual skel-
ton. The analysis of a skeleton’s movement results in the
omputation of desired motion parameters.

This technique has been known and successfully used for
ore than a decade. It gives sufficient accuracy at very high
ournal of Biomedical Optics 044039-
measurement frequencies, even exceeding 200 frames
per second �fps�. Moreover, over the years, adequate marker
arrangement techniques, as well as analysis and diagnostic
software, have been developed, resulting in successful utiliza-
tion of 4D marker systems all over the world. The use of
markers—which is a foundation of this method—implies
some drawbacks to the applications, however:

1. First, the acquired information refers only to the loca-
tion on the skin where markers are placed. No other parts of
body are measured. This limits the application of marker sys-
tems only to issues for which tracing of markers is sufficient.
Measuring other parameters, such as the arm volume or the
area of the calf cross section, is not possible with this system.

2. Second, as the markers are attached to skin or clothes,
they move together with them and very often slip over the
underlying anatomical structures to which the markers were to
point. According to research, these so-called soft tissue arti-
facts may reach up to 40 mm.2

3. Finally, fixing markers to a patient’s body should be
done by a qualified person. However, even for a good special-
ist it is very unlikely that markers would be fixed in exactly
the same places during a number of measurements conducted

1083-3668/2008/13�4�/044039/11/$25.00 © 2008 SPIE
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ver intervals of a few weeks. Fortunately, novel 4D measure-
ent systems that do not have these weaknesses are begin-

ing to appear.

Markerless 4D Measurement Systems
he recent development of digital-optical instrumentation and
omputer hardware made it possible to extend optical full-
eld measurements to objects whose shape and location
hange in time. 4D systems of this kind are mainly based on
aser triangulation or fringe projection.3–6 The use of the
arkerless technique automatically avoids the problem of
arker-over-bone slipping. However, the main advantage of

ptical full-field measurement systems over marker-based
ystems is that for each time instant �hereafter called a time
rame or frame� a 3D data set representing the whole mea-
ured surface of the object is produced, usually in the form of
point cloud. State-of-the-art marker-based systems can trace
p to 100 markers attached to a patient’s skin. Markerless
ystems can give more than 1 million points from each time
rame. The proper analysis of this amount of data could result
n much more accurate location and tracing of anatomical
andmarks, as well as more dependable clinical diagnosis than

arker-based equipment.
However, before such a diagnosis is possible, appropriate

D data processing and analysis methods need to be devel-
ped. The measurement method is simply too new and there
re no ready-for-use algorithms that would allow robust
nalysis of measurement results.

The methods and algorithms presented here were tested on
omputer-generated data, as well as on real experimental data
hat was acquired by a 4D measurement system developed in
he AURORA project.6 It utilizes four modules, which mea-
ure a patient from four directions �Fig. 1�. Each module is a
easurement system based on laser triangulation. It consists

f a projection unit �a laser scanner� and a detection unit �a
CD camera�. During the measurement, laser scanners
roject horizontal lines onto the object and a patient performs
ertain moves, e.g., leg flexion/extension. The detectors cap-
ure a time sequence of images showing lines projected onto
he patient’s lower limbs at a rate of 15 fps. Based on the
aster deformation, the shape of the legs surface is calculated.
n order to avoid detecting lines projected by another unit, the
djacent modules project alternately.

4D Data Processing and Analysis:
The Concept

e present here processing and analysis algorithms for 4D
ata sets from optical full-field 4D measurement systems for
edical purposes.6 The particular aim of our proposed method

s to find and trace in time the location of certain anatomical
andmarks that are detectable on the body’s surface and will
nable the development of a kinematical model of humans. At
resent, we are focused on the lower limbs only and on the
ost clearly visible structures, such as the patella, the dorsal

art of the knee, the malleolus lateralis and malleolus media-
is, the heel, and the toes, but future analysis will be extended
o other anatomical structures of high medical interest.

In order to process 4D data for use in computer-aided clini-
al diagnosis, a dedicated software processing and analysis
ath has been developed �Fig. 2�.7
ournal of Biomedical Optics 044039-
Data from the measurement system are delivered as a time
sequence of point clouds. Several point clouds are generated
for every frames. One point cloud is generated per frame from
every directional measurement module: Each directional point
cloud is called a 2.5D point cloud, as it can be represented as
function of 2 parameters, e.g., z=z�x ,y�. The first operation is
the preliminary processing of point clouds. Directional point
clouds are resampled if needed and merged to create a com-
bined full 3D point cloud representing the whole surface of
lower limbs in every time frame. Next, feature searching takes
place. In this step, maps of full 3D surface parameters are
calculated, regions of interest are selected, point groups con-
nected with desired anatomical landmarks are discriminated,
and their parameters are calculated. Then groups that are of
interest to the operator are traced in time. The trajectories of
traced groups are analyzed by an external biomechanical
module to calculate the parameters of a lower-limb skeleton
model. The data generated by the biomechanical module may

Fig. 1 �a� A visualization of a commercial version of the 4D measure-
ment system developed in the AURORA project. �b� Laser lines pro-
jected onto the patient’s legs.
July/August 2008 � Vol. 13�4�2
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lso be used for the automatic recognition of anatomical land-
arks. Finally, the skeleton parameters may be used to sup-

ort the clinician in medical diagnosis.
The next section describes the numerical methods we

eveloped.

4D Data Processing and Analysis Algorithms
he proposed 4D data processing and analysis path separates
perations conducted on each frame individually from opera-
ions conducted on the time sequence of data. The purpose of
his separation is to minimize the propagation of possible pro-
essing errors from one frame to another. In addition, and,
hich seems very convenient, a 4D data set processed frame
y frame may be regarded as a series of 3D data sets that
llows the use of processing methods developed for 3D data.
owever, it should be remembered that for 4D data sets the

ntire amount of collected data is usually many times larger
han for a 3D data set. If we suppose that the frame rate is
5 fps and the measurement takes 60 s, then, as a result, 900
ime frames are captured, meaning 900 times more data is
ollected. This also means that the required processing would
ake 900 times more time. Nevertheless, the use of 4D mea-
urements for medical applications sets a requirement for a
elatively short time, such as a few minutes, for data process-
ng and analysis, as the clinicians wish to have results while
he patient is still in the consulting room. Thus, some of the

ethods used for 3D data processing may be not sufficient for
he processing of 4D data sets. This chapter presents algo-
ithms used for 4D data processing, starting from raw point
louds generated by the measurements system and ending
ith point groups traced along the whole measurement se-
uence. Data sets used as examples originate from two
ources. Real data come from a singular directional measure-
ent module based on laser triangulation, whereas full sur-

ace point clouds were generated using computer graphics
oftware.

.1 Individual Frame Analysis
s stated above, every time frame is first processed and ana-

yzed individually. When the feature vector is filled with cal-
ulated parameter values in each time frame, only then is the
eries of these vectors regarded as a time sequence of data.

Fig. 2 4D data processing and analysi
ournal of Biomedical Optics 044039-
The frame processing begins with preprocessing, which con-
sists of noise reduction and resampling. These operations are
conducted for every directional point cloud separately. Then
directional point clouds are merged into one combined point
cloud and surface shape parameters are calculated. The next
step is selection of regions of interest based on the shape
parameters’ maps. The last operations are discrimination of
point groups and calculation of their parameters.

4.1.1 Noise reduction
Every measurement method gives results burdened with
noise. The existence of noise may propagate along data pro-
cessing paths and worsen final effects. Therefore, the removal
of measurement noise is desired. The real measurement data
in our project comes from a laser-based measurement system.
The laser projects a set of parallel horizontal lines onto a
patient’s skin. As human legs have a certain shape continuity,
it is safe to assume that measurement noise may be removed
by locally fitting a parabola to points belonging to a single
line of a laser’s raster. Of course, the neighborhood used for
parabola fitting has to be small enough, e.g., only a few points
left and right, so as not to change the general shape of the
curve. The results from the noise reduction algorithm are
shown in Fig. 3.

4.1.2 Spatial resampling
Spatial resampling is used to acquire the desired data density
of a point cloud. It is especially useful in preprocessing of
data acquired by a laser-based system where points are ar-
ranged along raster lines and where the data density differs
greatly in the horizontal and vertical directions. Spatial resa-
mpling allows a point cloud of uniform data density
to be obtained, which allows better surface analysis and
visualization.

Due to the fact that point clouds resulting from a single
measurement module are only 2.5D, where z=z�x ,y�, it is
possible to adapt resampling methods from image processing.
We have exploited this possibility. In our resampling algo-
rithm, the z-value for a given �x ,y� pair is calculated as a
weighted average of z-values of four closest points, with the
weight of each neighbor inversely proportional to its distance
to the considered point in the xy-plane:

for monitoring anatomical landmarks.
s path
July/August 2008 � Vol. 13�4�3
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z =

�
i=1

4
zi

�di�2

�
i=1

4
1

�di�2

, �1�

here z is the z-coordinate of the new point, zi is the
-coordinate of the ith neighbor, and di is the distance of the
th neighbor to the considered point in the xy-plane. A sample
oint cloud before and after spatial resampling is shown in
ig. 4.

When all directional point clouds in a time frame have
een resampled, they are merged. During this operation, each
irectional point cloud is translated and rotated according to
ultidirectional calibration matrices that describe the location

ig. 3 Reduction of noise in measurement data with local parabola
tting, �a� A sample point cloud with two lines of points selected; �b�
close-up of selected points before noise reduction; �c� a close-up of

he same lines after noise reduction.

ig. 4 Sample point cloud before and after spatial resampling process,
a� A sample point cloud with some points selected; �b� a close-up of
elected points before spatial resampling; �c� a close-up of the same
ragment of surface after spatial resampling.
ournal of Biomedical Optics 044039-
of measurement modules in space. The result is a full 3D
combined point cloud. From this point, all operations are con-
ducted on full 3D merged point clouds.

4.1.3 Calculation of surface shape parameters
This section describes ealgorithms used for searching for pos-
sible anatomical landmarks to detect on the surface of a pa-
tient’s lower limbs. We present the main idea and explain our
new parameters that describe the shape of a surface.

The method of searching for anatomical landmarks used
with a shape measurement system has to be based on param-
eters that in some way describe the character of a surface in
every considered point. Particularly, these parameters must
discriminate among different surface types and be invariant of
an object’s orientation in space. Algorithms for calculating
these parameters should be relatively fast and numerically
stable. There a mathematical apparatus that is well suited to
this purpose. Differential geometry introduces curvatures—a
set of measures representing the amount by which a geometric
object deviates from being flat. Curvatures—the most popular
for surface analysis are mean and Gaussian curvatures—are a
very convenient tool for surface analysis. They allow dis-
crimination among various types of surfaces: ellipsoids, pa-
raboloids, hyperboloids, and planes. They also indicate if the
surface is convex or concave in the neighborhood of a con-
sidered point. Another good feature of curvatures is that their
values do not depend on the object’s orientation in the coor-
dinate system. The problem with using curvatures is that they
are calculated based on a parametric form of the analyzed
surface. There are developed robust algorithms that estimate
curvature values for an ordered data set, such as a triangle
mesh.8 For unordered data, such as combined point clouds, a
parametric patch, such as a quadric patch, needs to be fitted to
the considered fragment of the point cloud before curvatures
can be calculated. Unfortunately, for full 3D point clouds,
fitting quadric patches is a time-consuming operation. Every
surface patch to be fit requires solving sets of differential
equations with many parameters, where the number of param-
eters for a quadric patch is 10. It is worth saying that for the
most reliable results, these patches should be calculated for
every point in the 3D cloud. Besides, some additional issues
related to discrete mathematics make calculating mean and
Gaussian curvatures uncomfortable for full 3D point clouds.9

This has been our motivation to develop custom surface shape
parameters that would have the same functionality for surface
analysis as curvatures, yet would require less computational
power to be calculated and could be applied to full 3D point
clouds. As a result, two parameters have been developed, C1
and C2. The first parameter describes the convexity or con-
cavity in the considered point, whereas the latter determines
whether the curvature is directional in this point or not.

Briefly speaking, the C1 parameter describes how much
the surface in the neighborhood of the considered point devi-
ates from a plane. The value of C1 is calculated as follows.
For a given point, a spherical neighborhood of a preselected
radius is taken, typically 10–15 mm. For all points in the
sphere, hereafter called neighbors, a best-fit plane �BFP� is
calculated. A BFP is a plane for which the sum of squared
distances of all neighbors to this plane is the lowest:
July/August 2008 � Vol. 13�4�4
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�
i=1

N

�di�2 = min, �2�

here N is the number of neighbors, di is the distance of the
th neighbor to the plane, which is calculated as

di =
A · xi + B · yi + C · zi + D

�A2 + B2 + C2
, �3�

here xi, yi, zi are the ith point coordinates, and A, B, C, D
re the parameters of the plane to which the distance is cal-
ulated. The resulting best-fit plane parameters are �ABFP,

BFP, CBFP, DBFP�.
The C1 value is calculated as a weighted average of signed

istances of each neighbor to the BFP:

C1 =
�i=1

N �di · wi�
�i=1

N wi

, �4�

here N is the number of neighbors, di is the ith neighbor’s
istance to the BFP, and wi is the weight of the ith neighbor.
he distance di is calculated with a modified point-to-plane
istance formula �3�. It can give positive and negative values
s a result of omitting the absolute value operator in the stan-
ard formula’s numerator. A positive distance value is as-
umed when the point lies in the half-space pointed to by the
urface’s normal vector. If the surface’s normal vector is not
iven, then the BFP’s normal vector is used. The weight of
ach neighbor is related to its distance to the considered point.
he higher the distance, the lower the weight. The weight
ecreases with the distance proportionally to the Gaussian
urve. The C1 values are positive for convex areas, negative
or concave areas, and zero for planes �Fig. 5�.

Because the C1 parameter alone was not sufficient to de-
cribe the local surface shape for anatomical landmark detec-
ion, an additional parameter was developed. The C2 param-
ter describes the distribution of normal vectors in the
eighborhood of the considered point in a way that distin-
uishes areas of unidirectional curvature e.g., cylindrical areas
nd omnidirectional curvature e.g., spherical areas The C2
alue is calculated as follows �Fig. 6�. The surface’s normal
ectors from all neighbors are taken to start in the origin of
he coordinate system �Figs. 6�b� and 6�e��. There the vectors
reate a structure resembling a bouquet for a sphere, a fan for
cylinder, or something in between. The next step is the

alculation of the BFPnorm. The BFPnorm is a plane crossing
he origin of the coordinate system and fit to the vectors’ ends
Figs. 6�c� and 6�f��. The value of the C2 parameter is calcu-
ated as the average distance of the vectors’ ends to the
FPnorm using a standard point-to-plane formula giving only
onnegative values:

C2 =
�i=1

N ��dnorm�i�
N

, �5�

here �dnorm�i is the distance of the ith normal vector’s end to
he BFPnorm and N is the number of vectors which equals the
umber of neighbors.

The same length for all normal vectors is assumed in order
o maintain the consistency of C values for all points in the
2

ournal of Biomedical Optics 044039-
cloud. The C2 values are zero for planes and cylindrical sur-
faces and positive for other surface types. The highest values
of C2 are obtained for spheres and for saddle shapes �Fig. 7�.

The analysis of the distribution of the C1 and C2 values
allows discrimination of various surface types in a way simi-
lar to that used with mean �H� and Gaussian �K� curvatures
�Table 1�.

The comparison distribution maps of standard and custom
shape parameters is shown in Fig. 8. It shows that both stan-
dard and custom shape parameters describe the surface simi-
larly. Distribution maps of the C parameter are qualitatively

Fig. 5 Distribution of the C1 parameter over the lower limb’s surface.
�a� Real measurement data; �b� computer-generated data. The red
color represents areas of positive parameter values, the green color
represents areas of parameter values close to zero, and the blue color
represents areas of negative parameter values. �Color online only.�
1

July/August 2008 � Vol. 13�4�5



s
t
s

t
a
c
g

r
d

e

n
O
c
d
r

t
t
t
s
c
H
C
c
s
i
f

F
t
s
s
d
t
B

Sitnik and Witkowski: Locating and tracing of anatomical landmarks based on full-field four-dimensional measurement…

J

imilar to maps of mean curvature �H�. Distribution maps of
he C2 parameter are qualitatively similar to the maps of ab-
olute value of Gaussian curvature �K�.

Although the custom shape parameters give results similar
o well-known standard parameters, there is a reason for the
pplication of the former: the computation time. The overall
omputation time of a shape parameter distribution maps for a
iven point cloud depends on two factors:

• the radius length of the neighborhood needed by the pa-
ameters used to produce maps that allow discrimination of
esired landmarks,

• the time needed to calculate the values of these param-
ters for the neighborhood of given radius length.

The length of the neighborhood radius is directly con-
ected to the number of points belonging to the neighborhood.
bviously, the more neighbors there are, the longer the cal-

ulations will take. Therefore, the shape parameter that allows
etection of required landmarks using a shorter neighborhood
adius prevails from this point of view.

The two left columns in Fig. 8 present distribution maps of
he curvatures H and K calculated for a radius of 15 mm and
he parameters C1 and C2 calculated for a radius 10 mm. It
urns out that these two data sets can lead to detection of
imilar areas of interest �Figs. 9�a� and 9�b��. The two right
olumns in Fig. 9 present distribution maps of the curvatures

and K calculated for a radius of 20 mm and the parameters

1 and C2 calculated for a radius of 15 mm. Also, in this
ase, these two data sets may be used to produce similar re-
ults �Figs. 9�c� and 9�d��. It is also noticeable that the result-
ng arrangement of regions of interest changes its character
rom two vertically oriented groups in the upper part of the

ig. 6 The idea behind the C2 parameter calculation. �a� Normal vec-
ors placed on a sphere; �b� normal vectors from a sphere taken to
tart in the origin of the coordinate system; �c� normal vectors from a
phere and their BFPnorm plane; �d� normal vectors placed on a cylin-
er; �e� normal vectors from a cylinder taken to start in the origin of

he coordinate system; �f� normal vectors from a cylinder and their
FPnorm plane.
ournal of Biomedical Optics 044039-
knee to one oriented horizontally. The change of arrangement
takes place for a radius of 18 mm for standard curvatures and
13 mm for custom parameters C1 and C2. This seems to
prove that the use of C1 and C2 at shorter radii can give
similar analysis results to those obtained with mean and
Gaussian curvatures calculated at longer neighborhood radii.

The second factor mentioned was the time needed to cal-
culate the values of the shape parameters for the neighbor-
hood of a given radius length. The C1 and C2 parameters are
calculated with simple algorithms requiring much less com-

Fig. 7 Distribution of C2 over the lower limb’s surface. �a� Real mea-
surement data; �b� computer-generated data. The red color represents
areas of high parameter values, and the green color represents areas of
low �close to zero� parameter values. �Color online only.�
July/August 2008 � Vol. 13�4�6
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utational power than required to calculate maps of mean and
aussian curvatures. A comparison of the time needed to cal-

ulate the distribution maps of C1 and C2 as well as H and K
or a sample point cloud, is presented in Table 2. The com-
arison shows that calculations of the maps of C1 and C2 with
eighborhood radii of 10–15 mm, which are the most useful
or the analysis of lower limbs, require less than 10% of the
ime required to calculate curvature maps of mean and Gauss-
an curvatures for the same radius.

The use of the C1 and C2 parameters for point cloud analy-
is can lead to shortening the calculation time by: using a
maller neighborhood for calculating each point’s parameters
nd using simpler formulas than those used for standard cur-

able 1 Mean �H� and Gaussian �K� curvatures and the C1 and C2
arameters for sample surface types.

Surface type H K C1 C2

Plane 0 0 0 0

Parabolic convex �0 0 �0 0

Parabolic concave �0 0 �0 0

Elliptic convex �0 �0 �0 �0

Elliptic concave �0 �0 �0 �0

Hyperbolic �0 �0 �0 �0

=0 =0

�0 �0

ig. 8 Comparison of standard and custom shape parameters for dif-
erent neighborhood radii �computer-generated data�.
ournal of Biomedical Optics 044039-
vature computation. Results presented in Table 2 show that
the use of the C1 and C2 parameters may shorten the process-
ing by more than a factor of 20. Given that the calculation of
shape parameters takes more than 95% of the total computa-
tion time in the presented analysis method, using C1 and C2
may save a significant amount of time

4.1.4 Selecting regions of interest
The distribution maps of C1 and C2 are used to find areas
connected with anatomical landmarks whose shape are distin-
guishable on the lower limbs’ surface. Most anatomical land-
marks, such as the patella, malleoli, and heel, are convex el-
liptical areas of high C1 and C2 values. Some landmarks, such
as the dorsal knee part, are saddle-shaped, where C1 is close
to zero and C2 is high. The rest of the leg surface usually has
a cylindrical character of positive C1 and C2 values close to
zero. Checking C1 and C2 values for every point in the cloud
allows the operator to select areas of possible interest �Fig.
10�. The area selection algorithm uses the standard binariza-
tion algorithm. The C1 and C2 threshold values depend on the
type of surface to be selected. Thresholds vary for different
anatomical landmarks.

Due to the fact that the binarization process is conducted
for each point individually, regardless of its neighborhood, the
selected areas have rough borders, sometimes very small ar-
eas containing only a few points not connected to any ana-
tomical landmark are selected. In order to smooth the borders
of selection areas, very small areas were removed and thin
connections between areas of erosion and dilation where bro-

Fig. 9 Sample regions of interest selected for �a� curvatures H and K at
15 mm; �b� parameters C1 and C2 at 10 mm; �c� curvatures H and K at
20 mm; �d� parameters C1 and C2 at 15 mm. The criterion of detec-
tion of a region of interest was experimentally defined as follows. A
region of interest is assumed detectable if the ratio of the lowest value
in the ROI to the medium value in the ROI is higher than 1.50.

Table 2 Comparison of time needed to calculate the distribution
maps of C1 and C2 as well as H and K for a sample point cloud. The
analyzed point cloud consists of 72,015 points and its average density
is 25 points/cm2. The computer used for the comparison is a 2.0-GHz
Intel Core2 Duo CPU with 2.0 GB@667 MHz RAM.

Neighborhood radius �mm� 5 10 15 20

Calculation time TC1+C2 �s� 1.1 3.7 8.2 16.3

Calculation time TH+K �s� 14.2 45.7 103.0 230.9
July/August 2008 � Vol. 13�4�7
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en. Both of these techniques were adapted from 2D image
rocessing. In 2D image processing, erosion followed by
ilation is called an opening operation.

In erosion, all selected pixels that lie closer than a given
adius to the selection area border are deselected. In our
ethod, the erosion algorithm works as follows. For each

elected point, that is, a point belonging to one of the selected
reas, a spherical neighborhood of a given radius is taken. For
ll neighbors, the ratio of the number of selected points to the
umber of all neighbors is calculated. If the ratio is lower than
given threshold, the point is assumed to belong to the bor-

erline and is deselected. The two parameters that are used
ith erosion of the selection area are the erosion radius and

he threshold ratio.
In dilation, all unselected pixels that lie closer than a given

adius to the selection area border are selected. In our method,
he dilation algorithm works as follows. For each unselected
oint, a spherical neighborhood of a given radius is taken. For
ll neighbors, the ratio of the number of selected points to the
umber of all neighbors is calculated. If the ratio is higher
han a given threshold, the point is assumed to be close to the
orderline and is selected. The two parameters used with di-
ation of the selection area are the dilation radius and the
hreshold ratio.

Binarization followed by erosion and dilation results in
mooth-edged selected areas resembling the desired anatomi-
al landmarks �Fig. 11�. At this moment, however, the se-
ected areas are not yet distinguishable. Selected points need
o be divided into labeled point groups. This is achieved with
nother algorithm adapted from 2D image processing—
egmentation. As an effect of segmentation, all selected pixels
rranged in a consistent group are assigned a label that is
nique in the picture domain—no two groups have the same
abel. When adapted to 3D point clouds, the requirement of
djacency of pixels is replaced with the condition stating that
wo selected points are assigned the same label if the distance
etween them is lower than or equal to the given threshold
alue �Fig. 12�.

ig. 10 Sample regions of interest for real data. �a� C1 distribution
ap; �b� C2 distribution map; �c� areas of interest selected for C1
0.25 and C2�0.30 �colored white�.
ournal of Biomedical Optics 044039-
When undistinguishable selected points have been trans-
formed into labeled point groups, a feature vector is created
for each point group. It contains such parameters as

• center of mass,
• normal vector,
• number of points belonging to the group,
• parameters of the group’s long axis,
• group length,
• group width,
• group bounding box.
The calculation of each point group’s parameters is the last

step in single time-frame processing.

4.2 Analysis of a Time Sequence of Frames
After all frames have been processed individually, they are
ready to be analyzed as a sequence in time. First, the operator
points to groups of interest. Then the selected groups are
traced in time in the whole measurement sequence. In the end,
the trajectories of groups and the changes of their parameters
in time can be exported and can be further analyzed by other
biomechanical software.

Fig. 11 Sample regions of interest smoothed by erosion and dilation.
�a� Raw areas; �b� eroded areas �they are smaller and some very small
areas were completely deselected�; �c� dilated areas �enlarged and
having smooth borders�.

Fig. 12 Point groups created by segmentation of selected points. �a�
Selected areas of interest; �b� groups created from the areas �the con-
trast of C1 distribution map has been lowered so as not to interfere
with the groups�.
July/August 2008 � Vol. 13�4�8
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.2.1 Tracing point groups
natomical landmarks releted to point groups are traced. At

his step of system development, the operator point to point
roups based on his or her a priori knowledge. It is planned
hat the automatic landmark recognition module will to handle
his in the future. The algorithm of the group tracing module
ssumes that anatomical landmarks are detectable in whole
easurement sequence or at least in large parts of it. For each

natomical landmark, tracing starts with a frame where a
oint group was indicated; it is conducted for consecutive
rames. The group in the following frame corresponding to
he group in the current frame is called its successor. Search-
ng for a successor in the frame following the current frame
nvolves looking for the group whose center of mass is closest
o the original group in the current frame. This simple tech-
ique is aided by motion prediction �Fig. 13�. Motion predic-
ion enables tracing of relatively fast-moving groups, such as

alleoli, toes, heels, etc. Using this technique, the successor
s searched for in the segment of space where the original
roup’s center of mass would be if it continued motion with
he same velocity as it was moving from the previous frame to
he current. Obviously, motion prediction can be performed
nly if the coordinates of the group in the current and previ-
us time frames are known. It cannot be used to find the
isplacement between the first two frames, i.e., the frame
here the tracing is started and the next frame, which do not
eed to be the first two frames in the measurement sequence.
hus, tracing can only begin from a frame where a considered

ig. 13 The idea of motion prediction. The standing leg represents
ata in the previous frame. The half-raised leg represents data in the
urrent frame. The fully raised leg represents data in the next frame.
he gray arrow represents the known displacement of the point group
eferring to the toes between the current and the previous time frames.
he region where the toes will be searched for in the next frame is
epresented by the black circle. Its center is calculated by extrapola-
ion of the previous-to-current-frame displacement vector. The ex-
rapolated vector is represented by the black arrow.
ournal of Biomedical Optics 044039-
point group is moving very little or not at all.
Analogously to the forward tracing, the presented method

can also be used for backward tracing, that is, tracing point
groups in frames prior to the one where tracing is started. This
feature lets the examiner choose the point group in any frame
of the sequence. The group is then traced symmetrically for-
ward and backward in the whole measurement sequence.

5 Sample Results
The developed processing algorithms were tested preliminar-
ily on data captured during real measurements as well as data
generated with computer graphics software.

Figures 14 and 15 show the results of using the developed
algorithms with real measurement data. The aim was to trace
groups related to patellae. The input data were acquired with
the presented 4D measurement system. The subject was bend-
ing the knees from 0 to 15 degrees while standing. The cap-
tured point clouds were processed in accordance with the pre-
sented algorithms in order to find areas related to the patellae.
Next, the groups were automatically traced along the mea-
surement sequence producing the trajectories shown in
Fig. 14.

The plots shown in Fig. 15 present the displacement of the
traced groups along the x-axis �axis horizontalis marked in
figure with red diamonds�, y-axis �axis verticalis marked with
green squares�, and z-axis �axis sagittalis marked with blue
triangles�. The analysis of the plots seems to confirm the con-
sistency between the tracing results and reality. In the first
phase of crouching, in order to prevent the person from falling
back, the quadriceps contract, pulling on the patellae. That is
why the patellae are moving approximately 10 mm upwards
�green squares in Fig. 15� but very little forward �blue tri-
angles in Fig. 15� during the first 10 frames of the analyzed
sequence. In the next frames, the patellae are quickly moving
forward and descending. This corresponds to the phase when
the leg is actually being bent.

The developed algorithms were also tested on a full 3D
model of lower limbs created with computer graphics soft-
ware. The input data represented a subject raising and bending
her right leg. Trajectories of groups related to a knee, mal-
leoli, toes, and a heel calculated for computer-simulated data
are depicted in Fig. 16. In this case, only a qualitative visual
estimation can be performed, as the utilized model is not ana-
tomically correct.

Fig. 14 Sample trajectories �thick dark blue lines� of groups related
with patellae calculated for data coming from a real measurement.
�Color online only.�
July/August 2008 � Vol. 13�4�9
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Estimation of Accuracy

he accuracy of markerless tracing is a problem comprising
everal issues. The most important are

• the accuracy of the measurement system �the 4D
canner�,

• the density of point clouds resulting from the
easurement,
• the accuracy of the selection of the region of interest

elated to the desired anatomical structure,
• the traceability of the selected region of interest in time,
• issues related to body mechanics and figure.
The first two factors depend directly on the 4D scanner and

nfluence all other parts of data processing. The laser-based
easurement system, data from which were used in this pa-

er, produced point clouds of 0.8-mm-single-point accuracy.
he accuracy tests were conducted with use of a white
0-cm�20-cm plane and on a white ball with a 40-mm ra-
ius. The measurement error was higher on areas whose sur-
ace shape caused a laser beam to form a wider line on the
urface of the object. Such areas were the top and bottom
arts of the ball if the projected raster lines were projected in
horizontal direction. This is also the reason why for scan-

ing lower limbs, the laser’s raster should be formed of hori-
ontal lines �Fig. 1�b��.

The density of a point cloud resulting from the measure-
ent determines the size of possible structures to be traced.
he laser scanner used produced data of high density in the
orizontal direction and low density in the vertical direction.
he numbers are 1 point per mm and 1 line per 10 mm,

espectively. This resulted in the need for spatial resampling
f the point cloud and different analysis accuracy in horizon-
al and vertical directions.

The tracing accuracy tests resulted in 0.5-mm tracing ac-
uracy in the horizontal direction and 1.2 mm in the vertical
irection. The tests used a white 40-mm-radius ball carried by
robotic arm for 500 mm with a speed of 10 mm per second

n various directions in the measurement volume.

Fig. 15 Displacement of the groups �a
ournal of Biomedical Optics 044039-1
We realize that the presented test results concern only the
optomechanical factors of the total tracing accuracy. Estimat-
ing the biomedical accuracy is another complex task requiring
much work in the engineering and medical areas. Initial ex-
periments have been done in this field. They seem to prove
that for nonobese patients, the location of certain anatomical
landmarks, specifically tuberositas tibiae, with the use of C1
and C2 parameters is as accurate as by palpation.10

Fig. 16 Sample trajectories of groups related with a knee, malleoli,
toes, and a heel calculated for computer-simulated data.

e x-, y-, and z-axes� traced in Fig. 14.
long th
July/August 2008 � Vol. 13�4�0
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Weaknesses and Prospected Problems
he primary weakness of markerless tracing is due to the fact

hat the anatomical structures of interest to examiners are not
lways detectable on the skin’s surface. First, only the shallow
nderskin structures may be detectable on the skin’s surface.
econd, even if a structure is detectable in a given body po-
ition, it may become untraceable when the patient moves.
oints are especially prone to this because of their high mov-
bility, which often results in a change in the type of local
hape of the related skin area. This weakness strongly limits
he anatomical structures that may to be traced and the range
f traceable movements.

Another problem is the differences between individual pa-
ients. They include the differences in the musculoskeletal
ystem and the amount of fatty tissue and loose skin. These
nterindividual differences set requirements for individual
nalysis of each patient. Obesity or folds of loose skin de-
rease the tracing accuracy or may even render it impossible.

The last, but not least, technical issue is the huge amount
f data captured during every measurement. Such data have to
e processed as fast as possible in order to return the analysis
esults to the examiner. Although the introduction of the C1
nd C2 parameters shortens the computation time, it still re-
ains very long. For example, a 60-second-long frame se-

uence captured at 15 fps needs about one hour for the shape
arameters to be calculated. Fortunately, further code optimi-
ation may be applied and may further shorten the computa-
ion time.

Conclusion
e believe that the introduction of 4D measurement systems

ased on optical full-field measurement may help people suf-
ering from neural and musculoskeletal diseases as well as
arious injuries. They can be used for prophylactic examina-
ions as well as for treatment/rehabilitation monitoring. The

easurement is quite an inexpensive process, so it can be
erformed on large numbers of people. Moreover, no harmful
r possibly harmful radiation is emitted during the measure-
ents, so they can be repeated on a short-term basis.
The custom shape parameters C1 and C2 presented here

llow analysis of full 3D surfaces very similar to the one
rovided by mean and Gaussian curvature. However, the time
f calculation time for C1 and C2 is many times shorter than
hat for curvatures, which is particularly important in medical
ractice.

Due to the novelty of the presented systems, the research
overed here refers to basic problems of processing and
nalysis of 4D measurement data for medical applications.
he mentioned issues need to be investigated and solved be-

ore more advanced questions can be considered. We believe
hat our research can be a basis for other teams working on
his topic and hope that our common effort will contribute to
atients’ overall welfare.
ournal of Biomedical Optics 044039-1
9 Future Work
Although much work has been done, there is still a lot to do.
We are continuously working on developing new parameters
of surface shape that would expand the functionality of C1
and C2 or replace them. Also, an automatic landmark detec-
tion module based on fuzzy logic is under development. If the
operation of all processing modules gives good results, the
programming code will need to be further optimized in order
to get the results in the shortest time possible. Finally, many
measurements using the four-directional system �which cur-
rently is in its last phase of development� have to be con-
ducted and the obtained results have to be compared with
other medical imaging techniques, such as CT or MRI.
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