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Abstract. Optical coherence tomography �OCT� based on spectral in-
terferometry has recently been examined, with authors often suggest-
ing superior performance compared with time domain approaches.
The technologies have similar resolutions and the spectral techniques
may currently claim faster acquisition rates. Contrary to many current
opinions, their detection parameters may be inferior. The dynamic
range and signal-to-noise ratio �SNR� correlate with image penetra-
tion, the contrast as a function of depth. This work examines the the-
oretical sensitivity, dynamic range, and SNR of the techniques, within
the practical limits of optoelectronics, taking into account often ig-
nored or misunderstood classical factors that affect performance, such
as low frequency noise, analog to digital �AD� conversion losses, and
methods for potentially improving sensitivity, including fast laser
sweeping. The technologies are compared relative to these param-
eters. While Fourier domain OCT has some advantages such as signal
integration, it appears unlikely that its disadvantages can ultimately be
overcome for nontransparent tissue. Ultimately, time-domain �TD�-
OCT appears to have the superior performance with respect to SNR
and dynamic range. This may not be the case for transparent tissue of
the eye. Certain positive aspects of swept source OCT leave the pos-
sibility open that its performance may approach that of �TD�-OCT in
nontransparent tissue. © 2007 Society of Photo-Optical Instrumentation Engineers.
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Introduction
ptical coherence tomography �OCT�, based on a low coher-

nce interferometry technique, has demonstrated considerable
otential as a minimally invasive medical imaging
echnology.1–5 Initially, OCT systems controlled the group de-
ay by altering the optical path length in the reference arm
roviding heterodyne detection of the interferogram.6 While
anging is technically performed through spectral domain
nalysis �autocorrelation function�, this has commonly been
eferred to as the time domain approach �TD-OCT�. We main-
ain this terminology throughout the text. Although spectral
nterferometry dates back to the original work of Michelson,
ourier transform approaches in terms of spectral domain
CT �SD-OCT� have only recently been applied to OCT.7–12

he SD-OCT techniques record the spectral interferograms
hat are converted to ranging information and are generally
ivided into swept source OCT �SS-OCT� and Fourier domain
CT �FD-OCT� or spectral radar.13–15 Using signal process-

ng, the axial information can be retrieved without any group
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delay varying in the reference arm. Thus, no mechanical
movement may be necessary and high axial scanning rates are
potentially achievable.10,12 However, the Doppler shift in-
duced by TD-OCT offers certain advantages in noise reduc-
tion that is discussed. The light sources also differ with dif-
ferent OCT operational modes. TD-OCT and FD-OCT usually
use a wideband source, whereas SS-OCT utilizes a swept/
tunable laser source. For comparative purposes, it is assumed
that the swept/tunable source tunes out the same spectrum as
the wideband source.

Various groups have provided contradictory evidence as to
which embodiment has the greatest signal-to-noise ratio
�SNR� and dynamic range. We argue that a more complete
assessment of the different sources of system noise, as well as
an examination of the maximal performance of state of the art
optoelectronics, is required for characterizing their relative
performances.14,16–18 For example, predictions of higher sen-
sitivity for SD-OCT are restricted by the assumption that the
system works on the shot noise limit, which is typically inter-
preted as the quantum noise limit. In fact, this assumption
severely underplays practical circumstance of largely ignored
1083-3668/2007/12�4�/044007/12/$25.00 © 2007 SPIE
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lassical noise sources �including 1/f and photon excess
oise� present in excess of quantum noise, as well as limita-
ions of digitization. It is unlikely that any current OCT sys-
em is actually within a few decibels of the quantum noise
imit, unless the quantum noise has not been optimized and
as been raised above classical noise �e.g., inappropriate ref-
rence arm power�, defeating the purpose of obtaining the
ptimal noise floor.19 Quantum noise sources are not dis-
ussed here in detail, but are the subject of a future publica-
ion, as they represent the ideal noise limit.20

Also important to address is the fact that higher sensitivity
oesnot automatically mean a larger dynamic range.21,22 On
he contrary, we see that dynamic range deterioration is intro-
uced in SD-OCT that does not correlate 1:1 with SNR, which
s more clear later in the text.

To theoretically characterize the SNR and the dynamic
ange of TD-OCT or SD-OCT, a traditional fiber optic Mich-
lson interferometer is used �depicted in Fig. 1� in this text,
ssuming that polarization or dispersive effects are similar in
he different embodiments and are therefore not considered in
he comparisons.

It should be noted that in parts of this text, certain noise
ources, particularly quantum noise, are described qualita-
ively, but are not included in final derivations at the end. This
s not because of a lack of their importance, but because these
reas have only been minimally studied with OCT to this
oint and are not the subject of this work. This emphasizes a
eed for future experimental research in this area, which we
ope this work emphasizes.

Definitions
ince different definitions exist in the literature for dynamic
ange, sensitivity, and SNR, we clarify how we define these
erms. Differences in definitions of these terms may result in
ome of the high SNR and dynamic range described for mo-
alities in the literature. For example, an estimated dynamic
ange of �100 dB in a FD-OCT was calculated based on

100 levels of analog to digital converter �ADC� and �1000
ixels of array by one work,12 whereas �65-dB dynamic
ange is only predicted in another work.11 Most likely, this
ignificant difference can be attributed to how decibels are
efined, but not differences in the techniques. Another work
lightly mentioned the limitations on the dynamic range of
D-OCT from the charge-coupled device’s �CCD’s� well

21

ig. 1 The schematic of a fiber optic Michelson interferometer for
oth the time and spectral domain OCT operation.
apacity. But in some of these works, it is unclear if what

ournal of Biomedical Optics 044007-
the authors are referring to as dynamic range is actually SNR
by the definition commonly used.

Dynamic range. In a system or device, the ratio of a speci-
fied maximum level of a parameter, such as power, current,
voltage, or frequency to the minimum detectable value of that
parameter, is usually expressed in decibels. Here, we are in-
terested in the dynamic range of the final digitized image as it
correlates with penetration in nontransparent tissue. An ex-
ample of this is shown in Fig. 2, where a 20% reduction in
dynamic range results in a substantial reduction in penetra-
tion. As SNR is kept constant and dynamic range is reduced
through the analog-to-digital �AD� conversion or software,
1:1 correlation again does not exist between SNR and dy-
namic range. Due to the low dynamic range of transparent
tissue, such as the eye, lower dynamic ranges can likely be
tolerated.

Signal-to-noise ratio. This is the ratio of the amplitude of the
maximal signal to the amplitude of noise signals at a given
point in time. SNR is usually expressed in decibels and in
terms of peak values for impulse noise and root-mean-square
values for random noise. In defining or specifying the SNR,
both the signal and noise should be characterized �e.g., peak-
signal-to-peak-noise ratio� to avoid ambiguity. Photocurrent is
the detected parameter in TD-OCT and SS-OCT, whereas
photo-generated charge numbers are the detected parameter in
FD-OCT. The different parameters do not affect the SNR if
the parameters are appropriately defined. Most SNR are de-
scribing the analog or rf signal prior to digitization.

Sensitivity. In an electronic device �e.g., a communications
system receiver, or detection device, e.g., PIN diode�, the

Fig. 2 A section of in vitro human cerebral artery imaged at baseline
and after a 20% reduction dynamic range �with constant SNR�.
minimum input signal required to produce a specified output

July/August 2007 � Vol. 12�4�2
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ignal having a specified SNR or other specified criteria is
ermed “sensitivity.” With OCT, the SNR is often chosen as 1.
o the minimum input signal, usually defined as the minimum
ample reflection intensity, equals the amount of signal that
an produce the same amount of output as noise. As is dis-
ussed later, image penetration is the contrast as a function of
epth, dependent more on dynamic range than sensitivity. The
CT technology is not measuring total backscattered photons
ut the autocorrelation.

ecibel. We define decibel as:

decibels = 10 log x .

owever, this can be confusing, since some authors use a
efinition found in the electronics literature:

decibels = 20 log x .

he reasons for this are discussed elsewhere.23 Therefore, this
an result in the second yielding SNR and dynamic range
alue twice that of the first for the same system.

esolution. The resolution here is defined as the full width
alf maximum �FWHM� of the point spread function mea-
ured from a totally reflective surface in vacuum �air for ap-
roximation.�

ontrast. There are many definitions of contrast, which are
istinct from resolution. However, we use the simple defini-
ion as

Imax − Imin

Imax + Imin
,

here Imax and Imin represent the maximum and minimum
uminance.

enetration. In describing penetration with OCT, we are not
iscussing individual photon penetration but the contrast as a
unction of depth. Essentially, we are only at the ability to
iscriminate structure and not measure absolute photon
ounts. This is determined by the dynamic range, multiple
cattering, resolution, and to a lesser degree of total power.
ynamic range is the important parameter with respect to this
ork. For OCT, high sensitivity allows lower photon numbers

o be detected, but is not equivalent to image contrast as a
unction of depth.

Noise
e focus on three general sources of noise: those generated

y the light source, the interferometer, and the detector/
lectronics. In some instances, sources of signal loss �e.g., AD
onversion� are referred to as noise for the convenience of
rouping, but the authors recognize this is a liberal use of the
erm.

The major light source noise contributions are photon shot
oise and photon excess noise. The photon shot noise is in-
rinsic to the quantum nature of the source, although it can be
xplained qualitatively but not quantitatively from a classical
pproach. Generally, the sources used in OCT, super lumines-

ent diodes �SLD�, quantum well devices �below the lasing

ournal of Biomedical Optics 044007-
threshold�, and broadband lasers follow Bose-Einstein statis-
tics, while single-mode lasers �over the inversion threshold�
follow Poisson statistics. However, at low photon counts, the
primary focus of this work, the Poisson and Bose-Einstein
statistics are very similar, making the distinction less than
critical. There are believed to be two major sources of photon
shot noise.24 The first is spontaneous fluctuations �position-
momentum uncertainty� at optical frequencies of electrons lo-
calized in the atomic or crystalline field of the source. The
second is field fluctuations caused by the quantum-mechanical
uncertainty of electric and magnetic fields. Super luminescent
diodes �SLD�, quantum well devices, and broadband lasers, in
addition to exhibiting photon shot noise, produce photon ex-
cess noise. This is a classical noise in excess of photon shot
noise and can be on the order of 19 dB.25,26 An important
source of photon excess noise is second-order correlations or
photon bunching, often referred to as Brown-Twiss
correlations.27 Since the arrival times of bunched photons in a
matched dual detector OCT system will occur almost simul-
taneously, this technique can be used to remove significant
amounts of excess noise.28 We see that dual balanced detec-
tion allows for substantial reduction of noise for TD-OCT but
not for FD-OCT.29 SS-OCT, which uses light that is nearly
monochromatic, still may benefit from dual balanced detec-
tion.

Imbalance in power between the two arms results in re-
duced visibility of interference fringes. The simplest way to
explain that phenomenon is to reiterate that first-order inter-
ference depends absolutely on indistinguishable paths in the
two arms.30 If the reference arm power is substantially greater
than the sample arm, the two arms are no longer completely
indistinguishable and therefore interference is reduced. This is
often referred to as the Welcher Weg problem.

Within the interferometer, there are several major sources
of noise that include photon pressure, the dc offset, mechani-
cal vibrations, imbalance in power between arms, and vacuum
fluctuations. Photon pressure and vacuum fluctuation will be
detailed in a separate publication. Mechanical noise created
by altering the path length in the reference arm is discussed
under TD-OCT. A dc component is produced in the interfer-
ometer as part of the interference effect, as seen in the next
section �Eq. �7��. The dc offset needs to be filtered out for the
system to approach the quantum noise limit. With the low-
pass filter design of SD-OCT, complete filtration of the dc
offset may not be possible.

Classical electronic noise needs to be considered when
comparing technologies. This includes 1/ f noise, thermal
noise �Johnson noise and dark current�, and preamplifier
noise. In addition, noise specific to the CCD and signal loss
differences in AD conversion are discussed in subsequent sec-
tions.

At any junction, including metal-to-metal, metal-to-
semiconductor, and semiconductor-to-semiconductor, conduc-
tivity fluctuations occur from 1/ f noise. The causes of these
fluctuations are still not completely understood. The standard
deviation of 1/ f noise current is given by23:

�nf � Id��f �1/2

. �1�

f
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The shunt resistance Rsh in a photodiode has a Johnson or
yquist noise associated with it. It is associated with voltage

cross a dissipative circuit element. These fluctuations are
ost often caused by the thermal motion of the charge carri-

rs. The magnitude of this generated current noise is31:

�nT = �4kT�f

Rsh
�1/2

. �2�

Dark current, which is often confused with current shot
oise, occurs in the absence of an irradiance field and follows
redominately classical thermodynamic principles. It results
hen random electron-hole pairs are excited by sufficient

hermal energy to enter the conduction band.32

Preamplifier cascaded to the photodiode does contribute to
he noise characteristics of the system. But it contributes less
han the noise from the photodiode. Therefore, it is not likely
o be significant with TD-OCT.

A nonclassical electronic noise source is current shot noise,
hich is due primarily to momentum-position uncertainty of

he electrons in the current.24,33 In the second quantization
escription, the wave function of the system is described in
erms of the occupation numbers of one electron state, where
he occupation numbers can take on values of 0 or 1, in ac-
ordance with the exclusion principle. The alternative is to
escribe the many-electron wave functions of the system as a
later determinant of one-electron wave functions. Contrary

o many misconceptions, the electron shot noise of the detec-
or is not noise produced by photon shot noise, thermal noise,
r vacuum fluctuations. A small amount of current shot noise
lso results from quantum mechanical tunneling �i .e., elec-
rons penetrating through classically impenetrable voltage
arriers�. These quantum noise sources are not discussed in
reat detail here. But at the temperatures used during most
CT experiments, classical dark noise is still in excess of that
enerated by tunneling, so it can be ignored.

The ultimate objective of any OCT system is to reach the
onclassical noise limit set by quantum mechanics. Therefore,
n understanding of quantum noise sources as well as second-
rder quantization of the light field is critical.34 However, due
o the extensive amount of information that needs to be ad-
ressed, this will be the source of a separate publication.

Noise in Charge-Coupled-Devices Versus
Photodiodes

hotodiodes have classical noise sources that can be sup-
ressed more readily in the TD-OCT but not easily in SD-
CT. These include 1/ f noise, thermal noise in resistive ele-
ents, dark noise, and preamplifier noise. The diodes also

ave current shot noise that cannot be suppressed by classical
ethods.
Noise in a CCD is typically separated here into two types

f noise above those of a PIN diode; random noise and pattern
oise.35 Aliasing is dealt with separately. Pattern noise is a
ind of spatial noise that is induced mainly by the nonunifor-
ity of the pixels’ responsiveness, and fixed deviations of

erformance between pixels in the absence of illumination.
ere we focus on the random noise in individual pixels and

he array. Unlike random noise, pattern noise may slightly

lter the form of the autocorrelation function, but not signifi-

ournal of Biomedical Optics 044007-
cantly the SNR and dynamic range.
The term “alias” is originally applied to the unexpected

frequency/spectral components in addition to the real spec-
trum of a signal, which are introduced by discrete Fourier
transform �DFT�. According to the Nyquist sampling theorem,
if the sampling frequency/rate of the signal in direct domain �
e.g., in the time domain� is at least twice that of the band-
width of the sampled signal, there would not be any alias in
the transform domain �e.g., the frequency domain�. Other-
wise, any signal component with frequency above half of the
sampling frequency will introduce alias.

Because of the reciprocity of the Fourier transform, a simi-
lar alias might happen in the direct domain �e.g., the time
domain� because of the undersampling in the frequency
domain.17 This applies to FD-OCT and SS-OCT, since any A
scans �z space� are converted from spectrum �k space�. Thus
there would be two possible alias sources in FD-OCT or SS-
OCT. The first would be any structure in the sample far be-
yond the maximum A-scan range that determines the sam-
pling rate in spectrum. The distant structures in the sample
will cause high frequency oscillations in the spectrum. Once
these frequencies are higher than half the sampling rate, there
would be signal alias in the z space that mirrors the structures
beyond maximum range into an A scan within the range. The
second source of aliasing in FD-OCT or SS-OCT, the noise in
the spectrum, is more critical. This kind of noise is additive to
the signal spectrum and can be treated as a type of white
noise. This means there will always be high frequency com-
ponents beyond half the sampling rate. After DFT, small
pulses from the noise in k space will inevitably occur in the z
space. Their intensities and positions are a random type of
noise.

The photosensing element in each pixel of CCD is typi-
cally a photodiode. So any noise sources discussed before for
the photodiode are present in CCD. Additional sources, in
terms of a general name readout noise and rest noise, will
contribute significantly in a CCD. A CCD employs an elec-
tronic network, including many capacitors and transistors for
signal integration, signal transferring, and final output of the
signal. This infrastructure is commonly named the readout
stage in a CCD. Noise is generated in this readout portion of
the CCD. Readout noise includes additional thermal noise and
1/ f noise in the CCD. 1/ f noise arises mainly in transistor
circuits where there are numerous junctions, which implies a
critical role of 1/ f noise in the CCD. CCD employed in FD-
OCT cannot suppress such a noise simply, which will deterio-
rate the detecting performance more in a FD-OCT than a TD-
OCT.

Each photodiode in the array has to be reset through a
MOSFET during the interframe period for starting the signal
integration. Effectively, this is a capacitance being charged
through the resistance of the MOSFET channel. The reset
noise is an uncertainty about the voltage on the capacitor and
can be described as the standard deviation voltage of �kT /C.
k is the Boltzmann Constant and T is the absolute tempera-
ture.

Time integration is a method to improve SNR in a CCD. A
detected signal s�t� with the presence of additive noise n�t�
can be described as a random process X�t�. Assuming the

signal intensity is S and the standard deviation of noise inten-
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ity is �, the SNR of this process will be:

SNR =
S

�
. �3�

If we measure such random processes N times, N samples

1�t�, x2�t�, ¯, and xN�t� will be obtained. The sum of these
amples will be a new random process that has the signal
ntensity N�S, while the standard deviation of noise intensity
nly increases �N time as �N��. The consequence of such a
rocess is that the SNR is increased as:

SNR = �N
S

�
. �4�

This mechanism is used in a CCD for potentially improv-
ng SNR. Based on the operating mode of the CCD, the

ethod of addition mentioned before is realized specifically
y integration. Assuming the photocurrent of each individual
hotodiode in the array is Ip, the noise in standard deviation
urrent is �n. If the photocurrent of each photodiode is read
ut time sequentially by a multiplexer or x−y addressing, it
ill only be equal to a single photodiode. The readout current
as not been integrated, therefore the SNR is:

SNR =
Ip

�n
. �5�

Typically in the CCD used with OCT, the photocurrent of
ach photodiode is used to charge a potential well �capacitor�
uring a period �T. The accumulated charge packet repre-
ents the signal and will be transferred out. The fluctuation of
he charge number is noise. According to the statistics, the

ean value of the charge number �signal� increases propor-
ionally to �T, while the standard deviation of the charge
umber fluctuation �noise� is only proportional to ��T. Hence
he SNR of the readout signal will be:

SNR =
Ip�T/e

��n�T/e
, �6�

here e represents the elementary charge. From Eqs. �5� and
6�, the SNR is obviously improved by integration. That might
artially compensate the deterioration of SNR in FD-OCT,
hich is induced by sources described earlier. However, it

hould be pointed out that an additional disadvantage of per-
orming OCT with signal integration is that any vibrations in
he system during the integration period will cause distortion
n detecting performance. Therefore, its applicability to mov-
ng tissue such as coronary arteries may be limited.

Analog-to-Digital Conversion in Spectral
Domain Optical Coherence Tomography
and Time Domain Optical Coherence
Tomography

n the prior discussion, signal loss from analog signal to digi-
al �AD� conversion is not taken into account. Neither is bit
rror. The basic component to all AD conversion is the quan-
izer whose output is always the closest discrete level to the
nalog input. Typically, the SNR ranges from 80 to 130 dB

the higher for TD-OCT�, which refers to the analog signal.

ournal of Biomedical Optics 044007-
But the displayed image has a substantially reduced dynamic
range due to the signal loss associated with the limitations of
AD conversion. For AD conversion, the interval � between
the discrete levels is always uniform, which determines the
quantization noise �i .e., signal loss� whose standard deviation
is proportional to �. The maximum level of the quantizer is
2M�, where M is the bits of an AD converter. Thus the maxi-
mum image dynamic range is limited by M. A 14-bit AD
converter has �40-dB dynamic range for SD-OCT, which, as
has been pointed out, is substantially less than TD-OCT with
logarithmic demodulation.

The AD conversion and its respective signal loss are dif-
ferent for TD-OCT and SDOCT. In TD-OCT, digital process-
ing is applied to the analog autocorrelation A scan, which
allows log10 demodulation to maintain a high dynamic range.
In a SD-OCT, digital Fourier transform is conducted to calcu-
late the A scan signal from the quantized spectral interfero-
gram. The dynamic range of the calculated A-scan signal in
the SD-OCT will therefore inevitably be reduced because the
logarithmic amplification of the output signal cannot be per-
formed. Thus, logarithmic amplification corresponds to im-
proved penetration.

The four most common sources of bit error are: 1. offset
error, 2. scale error, 3. nonlinearity, and 4. nonmonotonicity.
In offset error, the zero is offset by 1/2 least significant bit,
�LSB�, in scale error, a linear scale error is occurring that
results in a fixed error from the ideal slope, nonlinearity is
±1/2 LSB nonlinearity, and nonmonotonicity is nonmono-
tonic error or �±1/2 LSB �but other types of errors exit as
described in Ref. 38�.23,37 While bit error is important in OCT
signal errors, it is unclear that it varies significantly among the
different OCT embodiments, so it is discussed further here.

6 Embodiment and Theory
6.1 Time Domain Optical Coherence Tomography
With TD-OCT, in the reference arm a mirror is scanned, pro-
viding a low noise A scan primarily through a heterodyne
detection process. The light beam from the source is evenly
split by a 2�2 coupler and comes through and back in the
reference and the sample arm. It then recombines at one of the
ports of the coupler in terms of the exit of the interferometer.
The light intensity perturbation at the exit can be described as:

ID = IR + IS +
1

2
	

0

z 	
0

�

G���p�z��pR cos
4��

c
�nS���z� − zR��

��d�
dz�. �7�

As shown in Fig. 1, the origin of coordinates OS in the sample
arm is usually set up at the sample surface. Consequently, the
origin of coordinates in the reference arm OR will be chosen
at a point from where the optical group delay to the coupler
matches that between OS and the coupler in the sample arm.
In Eq. �7�, the function p�z� represents the backscattering co-
efficient distribution in the sample; z is measured from OS.
The mirror position is zR off the OR. Function G��� is the
intensity spectrum of the light beam with variable �, the op-
tical frequency. Its integration on the total positive frequency

will be the intensity I0. Function ns��� represents the refrac-
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ive index of the sample, assuming no dispersion. Constant c
s the light velocity in vacuum.

The first term in Eq. �7� corresponds to the intensity of the
eflected reference beam IR. The second term corresponds to
he total intensity of the returned sample beam IS, which is a
c source contributed by all the scatters. Mutual interference
f all backscattering sample waves may occur, which is called
he self-correlation function of scattering, or a parasitic
erm.7,36,38 However, this phenomena is likely to have limited
elevance to system performance �TD-OCT�. If no strong re-
ections exist in the sample, the second term can be approxi-
ated with TD-OCT to the total incoherent intensity of the

eturned sample beam �dc signal�. Thus IR and IS can be re-
pectively represented as a portion of I0:

IR =
pR

2I0

4
,

IS =
I0

4
	

0

z

p2�z��dz�, �8�

here the coefficient pR �0	 pR	1� represents the variable
ttenuations introduced in the reference arm. The third item in
q. �7�, the interferometric term, is the actual information
arrying OCT signal �ac term�, in which the diagnostic infor-
ation p�z� is encoded. As stated, the dc terms represent a

oise source that requires low-pass filtration.
For time domain operation, the light intensity perturbation

s converted into an electronic signal �usually the photocur-
ent� by either a single optical detector or a dual balanced
etector approach; the latter is used to remove excess noise.

For simplification, the intensity spectrum of the light
ource is assumed to have a Gaussian distribution with a full-
idth-half-maximum �FWHM� bandwidth �
, and assuming

hat the mirror in the reference scans is at a constant velocity

R and no polarization alterations occur. Apart from a con-
tant that is related to the light beam size, the time sequen-
ially generated signal can be described in terms of the con-
olution as:

iD�t� = ��IR + IS +
I0

2
pRp� VRt

nS�
0��
� 
cos�4�VRt


0
�exp�−

4 ln 2�VRt�2

�l
2 ��� ,

�l =
2 ln 2
0

2

��


, �9�

here � represents the responsiveness of the detector, which
s defined as the electronic signal intensity per unit light
ower. �l represents the FWHM coherence length of light
ource and 
0 is the central wavelength of the light source in
acuum. The refractive index of the sample is constant as

s�
0�. Equation �9� indicates that two major parts compose
he detector output, an amplitude modulation �AM� OCT sig-
al with a certain central frequency fc=2VR /
0 and FWHM
andwidth �fTD=2VR�
 /
0

2, and a dc offset caused by IR and
S.
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The use of a mechanically induced optical group delay has
parameters that need to be considered to prevent signal loss.
These include optical power loss, polarization effects, and dis-
persion effects of the reference arm. However, these can and
have been readily compensated for through traditional means.
Nonlinear motion and vibrations of the translation mirror are
additional potential noise sources. Generally, vibrations are
low frequency and can be filtered with the bandpass filter.
Nonlinear motions introduce variations in the noise floor due
to the fluctuations of the dc signal. If they do enter the band-
pass filter, algorithms exist for their correction.39 Nonlineari-
ties are typically present and are partially corrected via modi-
fications in wavefunction generation. In addition, some
groups have placed an electro-optical modulator �EOM� in the
reference arm to reduce this noise, but it introduces other
noise sources.15 Any uncorrected nonlinearities are not likely
to affect SNR but rather the ranging accuracy.

TD-OCT offers several advantages in approaching high
signal-to-noise ratio and near quantum noise detection. First,
dual balance detection offers a mechanism for removing ex-
cess noise. Second, the Doppler shift induced by the mechani-
cal movement offers several advantages for noise reduction.
These include allowing bandpass filtration to be performed
that reduces interference by the dc signal offset, 1 / f noise,
and detector thermal noise. Third, the use of a single detector
has noise advantages compared with a CCD, as described
earlier. Fourth, signal loss from AD conversion is less for
TD-OCT relative to SD-OCT. Finally, in theory, photon shot
noise, photon pressure, and vacuum fluctuations should be
reduced relative to SS-OCT, since the power in a given fre-
quency at one time is lower.

It should be noted that our observations about superior
TD-OCT performance are supported through two other indi-
rect pieces of information. First, interferometry used in an
attempt to detect gravitons, which is the most sensitive ap-
proach in existence, uses time domain interferometry.40 Sec-
ond, commercial SD-OCT systems operate with SNR around
100 dB but dynamic range below 50 dB.

6.2 Spectral Domain Optical Coherence Tomography
Replacing the single detector by an optical spectrometer or
using a swept/tunable laser source instead of the wideband
source can obtain the spectral interferogram at the exit of the
interferometer. Multiple spectral detection approaches can be
used, which are categorized into different OCT operation
modes in terms of common names of FD-OCT and SS-OCT.
The axial detection performance of SD-OCT can be con-
ducted on the same base of signal evolution as TD-OCT.
From Eq. �7�, assuming an ideal spectrum is captured by a
spectrometer without any deterioration, the spectral interfero-
gram can be written in terms of wave number k:

iD�k� =
1

4
��k�G�k��pR

2 +	
0

z

p2�z��dz�

+ 2 Re�	
0

z

p�z��pR exp�j4�k�nS�k0�z� − zR�
dz��� ,

�10�
where G�k� is the intensity spectrum of the light beam, and
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�k� represents a spectral coefficient for conversion from
ight intensity to any electronic entities, e.g., current, voltage,

r charge density. If ��k� is assumed to be the same as the

uency components in space k. This balance represents a
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responsiveness � in TD-OCT, applying the reverse Fourier
transform to the recorded spectrum as
F−1�iD�k�
 =
�

4
F−1�G�k�
 � �F−1�pR

2 +	
0

z

p2�z��dz�� + F−1�	
0

z

p�z��pR exp�j4�k�nS�k�z� − zR�
dz�

+	
0

z

p�z��pR exp�− j4�k�nS�k�z� − zR�
dz��� . �11�

ssuming the refractive index is constant as ns�k0�, k0 is the central wave number, the third term in the right side of Eq. �11� can
e further derived as

F−1�	
0

z

p�z��pR exp�j4�k�nS�k�z� − zR�
dz� +	
0

z

p�z��pR exp�− j4�k�nS�k�z� − zR�dz�
�
=	

−�

�

exp�j2�kz��	
0

z

p�z��pR expj4�k�nS�k0�z� − zR�dz�dk +	
−�

�

exp�j2�kz��	
0

z

p�z��pR exp − j4�k�nS�k0�z� − zR�dz�dk

=	
0

z

p�z��pR	
−�

�

exp j2�k�z� + 2nS�k0�z� − 2zR�dkdz� +	
0

z

p�z��pR	
−�

�

exp j2�k�z� − 2nS�k0�z� + 2zR�dkdz�

= pR	
0

z

p�z����z� + 2nS�k0�z� − 2zR�dz� + pR	
0

z

p�z����z� − 2nS�k0�z� + 2zR�dz�

= pRp�− z� + 2zR

2nS�k0� � � ��− z� + 2zR� + pRp� z� + 2zR

2nS�k0� � � ��z� + 2zR� . �12�
inally, we can get:

F−1�iD�k�
 =
�

4
F−1�G�k�
 � 
F−1�pR

2 +	
0

z

p2�z��dz��
+ pRp� z� + 2zR

2nS�k0� � + pRp�− z� + 2zR

2nS�k0� �� . �13�

Both sides of Eq. �13� are the functions of a spatial vari-
ble z�, which is measured in free space. The right side is a
onvolution between a reverse Fourier transform of the spec-
rum of light source �wideband source or swept/tunable laser�
�k� and a superposition of three elementary functions, which

re included in brackets. Within the brackets, the Fourier
ransform of the first term is a delta function located at z�
0. The last two items are symmetrical around z�=2zR. The
iagnostic signal p�z� is actually encoded and retrievable in
ither one of the last two items. Equation �13� also suggests
hoosing �zR� larger than the designated imaging depth,7 oth-
rwise the quasi impulse pulse at z�=0 would overlap with
he target signal. In other words, the path length in the refer-
nce arm is approximately a few hundred microns shorter
han that in the sample arm. But as shown in Eq. �10�, increas-
ng �zR� could cause modulation depth distortion for high fre-

36
challenge in practically implementing the technology beyond
the noise limitations alluded to.

Multiple schemes could accomplish the goal of spectral
interferogram detection for SD-OCT. The scanning spectrom-
eter is probably the most intuitive choice with its easy imple-
mentation with just a dispersion component, slit, a single de-
tector, and a set of scanning mechanics. But with this single
detector approach, the bandwidth of the detecting electronics
of scanning spectrometry must be the same as that in TD-
OCT to get the same A-scan rate. Additionally, the benefit of
classical noise suppression in TD-OCT, due to the bandpass
performance, would indicate its superior performance over
single detector SD-OCT, since signal integration is not uti-
lized.

A popular spectral interferogram detection approach is to
us a spectrometer with a detector array. It is also called chan-
neled spectrometry. A dispersion component is used to sepa-
rate the different spectral components. The detector array cap-
tures a discrete spectrogram, described as:

iD� �k� = iD�k�
rect� k

�k
��rect� k


�k
� � comb� k

�k
��� ,
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comb� k

�k
� = �

n=−�

�

��k − n�k� n = ¯ ,− 2,− 1,0,1,2, ¯ .

�14�

he items in brackets �
 represent the discrete sampling pro-
ess by the detector array in a limited spectral range, for ex-
mple, the FWHM width in the k space �k. The comb func-
ion represents the infinite impulse sampling series with the
ame spectral resolution �k. The number of detectors in the
rray M will be as �k /�k. The coefficient 
 in the rectangular
unction is the fill factor of an individual detector that con-
ucts spectral average over �k. Thus, the retrievable signal is:

F−1�iD� �k�� = F−1�iD�k�� � sinc��kz��

� �sinc�
�kz��comb��kz��� ,

comb��kz�� = �
n=−�

�

��z� −
n

�k
� n = ¯ ,− 2,− 1,0,1,2, ¯ .

�15�

Compared to Eq. �13�, Eq. �15� indicates possible signal
istortion in SD-OCT by the finite discrete spectrum detec-
ion, in addition to noise consideration. However, the spectro-
raphic detection approach does eliminate the moving parts
or the A scan compared with TD-OCT.

For most FD-OCT, the detector array used is a CCD im-
ger or a photodiode array that has a photogenerated-signal
ntegration function in addition to a photoconversion function.
uch a signal integration process is called an on-focal-plane
ignal process in an electro-optic �E-O� imaging field. How
he signal integration process affects the SNR, the sensitivity,
nd dynamic range of a FD-OCT is important in comparing
he technologies. The general principles are described in Sec.
, and now we look specifically at its influence on FD-OCT.

.3 Detector Array Signal Integration
efore addressing the SNR issue, it is important to clarify how
noise n�z� transfers to k space. According to the Parseval

heorem, the SNR can be expressed as:

SNR =
��s�z�s * �z���

1
2

��n�z�n * �z���
1
2

=

�	
−�

�

GS�k�dk� 1
2

�	
−�

�

GN�k�dk� 1
2

, �16�

here GS�k� and GN�k� represent the power spectrum of the
ignal s�z� and the noise n�z�. Equation �16� indicates no SNR
hange by Fourier transform. From Eq. �10�, assuming that
�k� equals one, the captured spectrum for single scatter at
epth z0 is expressed as:

F�k� =
1

4
G�k��pR

2 + p2 + 2ppR cos�4��z0 − zR�k�
 + N�k� .

�17�

�
he signal spectrum will be ppRG�k� / 8.
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First we consider a simple example of using a scanning
spectrometer that has a single detector. The captured spectral
interferogram is time dependent with noise as:

F�t� =
1

4
G�Vkt��pR

2 + p2 + 2ppR cos�4�z0Vkt�� + N�Vkt� ,

�18�

where Vk is the spectrum scan speed, assume that this detector
has the same noise intensity as the one in the TD-OCT �i .e.,
ignoring noise sources previously described�. The SNR of
such a FD-OCT can be expressed as:

SNR =

�1

8
	

0

�

pR
2 p2G2�k�dk� 1

2

�n
=
�2

pR
2I0

4

p2I0

4
� 1

2

�n
=

�2IRIS

�n
.

�19�

This equation tells us that the SNR over the quantum limit
using scanning spectrum capturing must be very similar to
TD-OCT. But again, an important difference is that the spec-
trum detection here is essentially a low-pass-band filter.

Commonly, a detector array is used in a FD-OCT. For the
sake of comparison, we assume each detector element is the
same as the one in TD-OCT. The captured spectrums are dis-
crete and DFT is used. Previous works indicated that, after
Fourier transform, the SNR will drop off by the factor M if
other noise sources are predominant rather than shot noise in
FD-OCT �Refs. 14 and 17�. The reason, which led to this
questionable conclusion, could be the ignoring of the energy
theorem, Parseval’s theorem in DFT, as it is noticed that the
discussions on the SNR issue are all based on DFT in both
references. For example, Eq. �7� in Ref. 14 sums the variances
of the M elements as the intensity of noise in z space, which
corresponds to the fact that the noise intensity after DFT is
multiplied M fold of the one before DFT as the result of the
energy theorem. However, the same multiplication was not
accordingly applied to the intensity of signal shown in Eq. �6�.
A slightly different expression can be seen in Ref. 17, where
that the noise intensity in z space was 1/M of the one in k
space �represented by the noise intensity in a single detector�,
which is still consistent with the energy theorem if it is as-
sumed that inverse DFT was used. However, in Eq. �4� of the
paper, the intensity of signal was not reduced as 1/M either,
according to the energy theorem.

An alternative example to understand this process correctly
is if a multiplexer is used for spectrum readout. Commonly, a
detector array is used in a FD-OCT. For better comparison,
we assume each detector element is the same as the one in
TD-OCT. If a multiplexer is used for spectrum readout, the
SNR will be the same as that of a FD-OCT using a scanning
spectrometer, which yields no extraordinary benefit for using
such FD-OCT setups. The signal integration function in the
array is the real contributor for both possible performance
improvement and deterioration. A typical detector array is a
CCD imager. In each element the photogenerated electrons
are accumulated and stored as a packet. Differing from all
setups discussed before, the interferogram detection is essen-

tially energy detection. Hence the spectral distribution of sig-
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al QS�k� is proportional to �2ppRG�k��TFD, with �TFD rep-
esenting the integrating time. The incoherently integrated
oise in each element Qn will be proportional to �n���TFD.

n� represents input-referred noise magnitude, which is bigger
han �n, the noise present in a single element. It is important
o realize that the random noise in k space has the same sta-
istics as in a single element. Thus the SNR of a FD-OCT is
etermined by:

SNR =
QS

Qn
=

�2IRIS�TFD�
1
2

�n�
. �20�

dapting the SNR expression of the TD-OCT into the version
f energy detection, the SNR of a TD-OCT can be described
s:

SNRTD =
�2IRIS�TTD�

1
2

�n
, �21�

here �TTD is the equivalent integrating time of a TD-OCT,
hich is the reverse of the bandwidth of the system as
TTD=1/ �2�fTD�. We assume both TD-OCT and FD-OCT
as the same scanning depth. If the spectral resolution in FD-
CT is �k, the equivalent scan depth �zmax in TD-OCT will
e as 1/ �2�k�. If the integrating time is part of the time
eeded for an A-scan in TD-OCT, associated with a duty co-
fficient 
�0	
	1�, the equivalent scanning speed VR is
�fFD /�k, �fFD is the equivalent bandwidth of the detecting
lectronics in a FD-OCT equaling �fTD=1/ �2�TTD�. The
quivalent system bandwidth in TD-OCT and FD-OCT will
e related as �fTD /�fFD=
�k /�k=
M. Substituting them
nto Eqs. �20� and �21�, the SNR difference between FD-OCT
nd TD-OCT is approximated to �n /�n��
M. Consequently
he sensitivity of FD-OCT will be improved �
M times that
or TD-OCT, but depending the amount of �n�, compared to
D-OCT.

An important disadvantage to using signal integration with
CT is that any vibrations in the system during the integra-

ion period will cause distortion in the image, limiting both its
se in moving tissue and the length of the integration time.

.4 Swept Source Optical Coherence
Tomography

n alternative way to obtain a spectrogram is to use a fre-
uency swept laser or tunable laser with just a single detector
nd without dispersion components, which is referred to as
S-OCT. From Eq. �10�, the detected spectrogram can be de-
cribed as:

iD� �k� =
1

4
��k�
G�k��exp�−

k2

2�k
2� � comb� k

�k�
����pR

2

+	
0

z

p2�z��dz� + 2 Re�	
0

z

p�z��PR exp�j4�k�nS�k0�z�

− zR�
dz��� . �22�
he spectrum of the light source is described as a discrete
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spectral intensity distribution with a line width �k �standard
deviation� and tuning mode-hop �k�. So the retrieved signal
can be expressed as:

F−1�iD�k�
 =
�

4
F−1�G�k�� � �exp�− 2�k

2z�2�comb��k�z���

� �F−1
pR
2 +	

0

z

pS
2�z��dz�� + p� z� + 2zR

2nS�k0� �
+ p�− z� + 2zR

2nS�k0� �� . �23�

From Eq. �23�, it is seen that the mode-hop will limit the
A-scan range and the laser line width will degrade the A-scan
profile.

In SS-OCT, as in FD-OCT, no moving parts are required
for the axial scan �ignoring the tuning mechanism in the laser
source�. Possible sensitivity improvement is obtained through
higher spectral intensity of the laser source but not by the
signal integration process. Intrinsically, TD-OCT is a band-
pass signal detecting system, whereas SS-OCT is a low-pass
system. Although SS-OCT uses a single detector as TD-OCT
does, the detection electronics have a critical difference with
TD-OCT that will cause possible degradation in sensitivity
compared with TD-OCT. In a swept or tunable laser source,
the total intensity over the entire spectrum can be easily kept
higher than a wideband light source. Thus possible SNR im-
provement can be gained in SS-OCT.41–43 Furthermore, a
bandpass filter technique can be used, by shifting the region
of interest �ROI� of the sample fairly far off the plane OS.
Thus all the high frequency spectral oscillation introduced by
the interested scatters will be kept, while much of the low
frequency noise is filtered out. However, if the frequency
spectrum is shifted too high, it can lead to modulation depth
distortion.

Another theoretical advantage of SS-OCT is that, since the
low frequency noise presents significantly in the range from
zero to tens of kilohertz, the tuning speed of the swept source
should also be high enough to shift the spectrum of the time
sequentially recorded spectral interferogram higher out of that
range.

In SD-OCT, the spectral interferogram of a single reflector
located at z0 off the OS can be expressed according to Eq. �10�
as:

i�k� =
�

4
G�k��pR

2 + p2 + 2ppR cos�4��z0 − zR�k�
 , �24�

where zR is the mirror position off the OR.
The theory behind the advantages of a high tuning speed is

as follows. For SS-OCT, such a spectral interferogram is de-
tected at the output of a single photodiode by uniformly
sweeping the wavelength of the laser. Assuming the source
sweep over a range �k in a period �t from a starting wave
number k0,14 the spectral interferogram is captured as a time-

sequential signal.
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Table 1 Summary of the properties of TD-OCT, SD-OCT, and SS-OCT.

SS-OCT

1/ f noise, dark current noise, Johnson noise,
preamplifier noise

2. dc signal

3. Nonlinear frequency tuning

ow-pass filter but can be partially compensated
r by z0 offset. High source intensity across the

bandwidth, and fast sweep rate.

1. Same as FD-OCT.

hoto shot noise, radiation pressure and vacuum
uctuation greater than TD-OCT and FD-OCT.

1. Low-pass filter allows high classical noise

2. Low excess noise

3. Now limited to fast sweep rate

4. Increased quantum noise

5. z0 offset, high source intensity across the
dwidth, and fast sweep rate may lead to SNR

near TD-OCT

6. Dynamic range limited to 40 dB.
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TD-OCT FD-OCT

Classical noise 1. 1/ f noise, dark current noise, Johnson noise,
preamplifier noise

1. 1/ f noise, dark current noise, Johnson noise,
preamplifier noise

1.

2. photon excess noise 2. photon excess noise

3. dc signal 3. dc signal

4. Microvibration and nonlinear motion 4. Noise unique to CCD

Mechanism to compensate for
classical noise

1. Bandpass filter 1. Poorly compensate for as the system is a
low-pass filter

1. L
fo

2. Dual balanced detection 2. Time integration gives some improvement but
limited by motion artifacts

3. Algorithms if micro-vibration is significant 3. z0 offset can give some improvement but lead
to modulation depth distortion

4. EO phase modulation proposed but lead to
issues analogous to mechanical translation

5. Photon excess noise not easily compensate for

CCD 1. Read noise and reset noise

2. Increased classical noise

3. Time integration restricted by sample motion
artifacts

AD converter’s dynamic range 1. log10 demodulation allows dynamic range
approaching 80 dB.

1. The use of digital Fourier transform prevents
log10 demodulation. Dynamic range of 40 dB

Quantum noise 1. Photon shot noise, radiation pressure vacuum
fluctuations, and current shot noise. The first three

has same magnitude to FD-OCT but less than
SS-OCT.

1. Same as TD-OCT. 1. P
fl

Conclusion 1. Through bandpass filter, dual balanced
detection, and control of motion nonlinearity,

SNR approaches quantum noise limit.

1. Low-pass filter allows high classical noise.

2. Dynamic range approaching 80 dB. 2. Dual balanced detector not possible to remove
excess noise.

3. CCD associated with unique noise sources.

4. Dynamic range approaches 40 dB.

5. z0 offset, time integration and use of EO
phase modulation unlikely to overcome these

limitations.
ban
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i�t� =
�

4
G�k0 +

�k

�t
t�
pR

2 + p2 + 2ppR cos�4��z0 − zR�
�k

�t
t

+ 4��z0 − zR�k0�� . �25�

his is an AM signal with dc offset. The central frequency is

fC =
2�k�zR − z0�

�t
. �26�

t is proportional to the sweeping speed �k /�t and �z0−zR�.
o higher sweeping speed and larger zR can all shift the work-

ng band to higher frequency. A bandpass filter can thus be
mployed for 1/ f noise suppression. The lower cutoff fre-
uency f1 and upper cutoff frequency f2 is defined by the
order of the area of interest �ROI�.

f1 =
2�k�zR − z2�

�t
,

f2 =
2�k�zR − z1�

�t
. �27�

1 and z2 is defined as the nearest and far border of ROI,
espectively, and follows as

0 � z1 � z2 � zR. �28�

ote that, as is the case with TD-OCT, nonlinearities at fast
ource sweeps now need to be considered analogous to a
oving mirror in the reference arm.

Acquisition Rate
t should be pointed out that in at least some SD-OCT ap-
roaches in the literature, while the raw data is collected at
ideo rate, considerable postprocessing is necessary before an
mage is generated. Therefore, imaging is not performed in
eal time and data presented may be misleading. Clarifying if
maging is performed in real time �i .e., RF data not complied
nd postprocessed� in nontransparent tissue with any of these
odalities is necessary before claims of superior acquisition

ate can be accepted.

Summary
he summary of the theoretical comparison of the three tech-
ologies is listed in Table 1. Several conclusions can be made
fter evaluating noise sources, optoelectronics, and AD con-
ersion losses. For TD-OCT, through the use of low-pass fil-
ration, dual balanced detection, and control of mirror nonlin-
arities, SNR approaching the quantum noise limit can be
chieved. In addition, the ability to use log10 demodulation
llows dynamic ranges to approach 80 dB, which is critical
or imaging in nontransparent tissue. For FD-OCT, its low-
ass filtering properties and use of CCD technology results in
ifficulties in eliminating classical noise. While z0 offset, time
ntegration, and/or the use of EO phase modulation may im-
rove performance, it is not likely to overcome the large
mount of classical noise. In addition, due to the nature of the

ourier transform process, the dynamic range will only be on

ournal of Biomedical Optics 044007-1
the order of 40 dB. With SS-OCT, the system is also low
pass, but several aspects of its embodiments may improve its
performance. These include z0 offset, high intensity across the
bandwidth, and fast sweep rates, in addition to the ability to
use dual balanced detection. However, due to the nature of the
Fourier transform process, the dynamic range will only be on
the order of 40 dB, and quantum noise is in excess of that of
the other two embodiments. Low SNR and dynamic range can
be tolerated in transparent tissue such as the eye, but not in
highly scattering tissue, representing most of the tissue of the
body. Future work is required to assess if SS-OCT can gener-
ate SNR and dynamic range on the order of TD-OCT.
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