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Parallel single molecule detection with a fully integrated
single-photon 2X2 CMOS detector array
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1 Introduction Further development of FCS requires the design of new
devices, e.g., detectors in our case, with improved perfor-
mance, extended capacities, and reliable throughput features.

df inati f the chemical and photophvsical d One of the rapidly developing markets where this technique is
used for examination of the chemical and photophysical dy-  se jg biochip microarray analysis. Today’s microarray sys-

namics at the single-molecule Ie.v(ebe the review in Ref.-)l tems feature from a few up to a hundred thoudard
Here, an autocorrelation curve is obtained by measuring the sampled spots on a single biochip. Therefore, a high-spatial-
random IntenSIty fluctuations of a fluorescent S|gna| generated resolution technique |S required for both the fabncat'()n pro-
by the radiative relaxation of light-excited molecufe$.A cess and detection. The measurement time for scanning a mi-
remarkable SNR is achieved by inserting a pinhole, thereby croarray with confocal FCS is directly proportional to the
generating a confocal detection volume of femtoliter order. number of measured spots and often can reach a few hours.
Recently, FCS has emerged as a powerful method for analyz-The use of intensified CCDs, with several thousand detector
ing dynamic processes at the molecular level: molecular elements, is not a solution for parallel FCS detection of single
interactions’® conformational changés,chemical reaction$, ~ molecules, as CCD-based systems have a much longer read-
protein  binding to cell membrands, photophysical out time compared to the .1-ns to 1-ms dyngmlps of single-
dynamicsi® and transport or flow propertifsare examples of pho'ton eve.nts(although smgle-phqton sensitivity can. be
subjects examined by FCS. In addition, FCS can also be aachleved with a cooled systeémTo increase the detection

powerful tool for drug discovery and development and diag- speed. It is hecessary t(.) achlevg multiplexifigarallelisn) .
. : T 11213 with high spatial resolution. Obviously, a parallel detection
nostic tests in medicink*

approach will enable enhanced analysis speed as compared to
a single confocal laser focus. This would extend the range of

Confocal spectroscopy in combination with fluorescence cor-
relation spectroscopyFCS is an experimental technique
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applications of FCS, particularly for use with high-density
microarrays and for the detection of molecules at very low
(picomolay concentrations.

Recently, a first spatial multiplexing experiment at the
single-molecule level was reported by Blom etat® Multi-
focal excitation with a2Xx 2 fan-out diffractive optical ele-
ment(DOE), resulting in four confocal volume elements, was

performed. The detection of the fluorescence signal was real-

ized through four optical fibers coupled to commercially
available single-photon detection modules. The feasibility of

the autocorrelation function with an analytical expression are
diffusion time (mean residence time of a molecule in the de-
tection volume elemeintaverage number of molecules in the
detection volume element, molecule fractigiiseveral types
of different diffusing molecules are present in the sample
and the fraction of particles occupying the triplet stdomger
lifetime nonfluorescent dark stajes

For the simplest possible case of diffusion of a single
chemical species in a dilute solution the analytical expression
of the autocorrelation functionds

the parallel approach was demonstrated by measurements on

dye labeled nucleotides. However, the use of fiber optics is
limited to a small number of parallel channels, because oth-

erwise the detection stage adjustment would become unman-

ageably complex.

In this paper, we report confocal detection experiments uti-
lizing a fully integrated? X 2 array of Geiger-mode avalanche
photodiodes made by an industrial complimentary metal-
oxide semiconductofCMOYS) process, which we will hence-

forth refer to as the CMOS single-photon avalanche detector

(CMOS SPAD. Single pixels as well as detector arrays inte-
grated with the driving electronics were optically character-
ized by Rochas et &f:*® Despite the low detection efficiency
of the CMOS SPAD we nonetheless demonstrate, with an
array of such detectors, the feasibility of a parallel FCS single

molecule detection approach and compare the performance o

our new detector to that of a commercially available high-
performance single-photon counting module from Perkin
Elmer Optoelectronicgthe SPCM-AQR-13, a specific ava-

lanche photodiode actively quenched by a hybrid electronics

Comparative analysis of parameters such as dead time, dark

count rate, afterpulsing, and detection efficiency were per-
formed. The influence of the measurement time on precision
of fitting parameters associated with the FCS correlation func-
tion is also evaluated. Finally, we demonstrate the application
of our new single-photon detector array for multispot FCS
experiments.

2 Theory

The basics of FCS were established around 25 year$4gd.
Detailed reviews on FCS can be found elsewHé?&® In
general, excitation laser light is focused into a sample, usually
a droplet or, as used in high-throughput screening, into differ-
ent spots corresponding to microarray wells. Every molecule
diffusing through the excitation focus gives rise to fluores-

cence photon bursts. The length of each photon burst corre-
sponds to the time the molecule spends in the detection vol-
ume element. To reject stray light and thereby increase the

SNR, the excitation focus is imaged onto a pinfoBubse-

quently, the fluorescence emission photons are focused onto3-1

the active area of an avalanche photodi¢8ED) or another
single-photon detector working in the Geiger mdeeg., a
photomultiplier tube(PMT), CMOS SPAD. Every detected

(s 10)
(1(t))?

£\l
1+_)
™D
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wherel(t) is the intensity of the fluorescence present in the
detection volume elemen¢;) denotes the time averagh;is
the average number of molecules present in the detection vol-
ume elementV=1"02 ,); R=w,/ v, is the ratio of the
axial (w,) to the radial(wy,) dimensions of the confocal
detection volume element; ang = wfy/4D denotes the radial
diffusion time through the illumination region, whelkeis the

diffusion coefficient. Thus, the average concentration of the

1rnolecules in the volume element can be foundCasN/V.

The analytical expression for a multiple number of chemi-
cal species having differing molecular weights and moving
freely and independent can be writterf'as

G(7)=1

. S(N;INy) (v /v)X(1+ 1/ 7)) "Y1+ 7/(R?7p;)] 2
N[ S(N;/Ny)(vj/v1)]? '

)

Here, contributions of each different molecular specigs-

noted by the indeX) present in the detection volume element

are weighted with the specific count rate per molecule,In

the present case, only a two-component solutistower

(primen and faster(dye) diffusing molecule$are considered.
The total count raté can be expressed as

©)

whereby this representation bbecomes evident, when intro-
ducing the ratioq=v;/v, [see also Eq(5)].

3 Experiments
Setup

The experimental configuration for parallel excitation and de-
tection is displayed in Fig. 1a single-point measurement is
realized without the DOE in the illumination parfThe laser

fluorescence photon generates a pulse that is sent to a corbeam from a diode-pumped solid state la€s82 nm, Kim-

relator, where the autocorrelation function of the fluorescence
intensity fluctuations is calculated.

The autocorrelation curve contains information about the
dynamics of intensity fluctuations in the time interval from 30
ns (the dead time of the detecjoto the length of the mea-

mon DPSS Laser, model-5526/as enlarged by a beam ex-
pander[L,(f=25 mm),L,(f=400 mm)] to fully illuminate

the diffractive optical elementfor details on DOEs see Ref.
22) and to overfill the back aperture of the microscope objec-
tive. Using the collimating lense§Ls(f=150 mm),L,(f

surement. The basic parameters that can be achieved by fitting= 150 mnj ], the DOE, and the microscope objective, the ex-
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Sample 3.2 Single-Photon Detectors
Beam P Cover slip .
oanger  Collmator Wicroscope APDs and PMTs are presently used for measuring fluores-
—_—— — Objective lens cence signals in FCS experiments. The detection efficiency of
=S o Dichroic APDs (typically 70% is higher than that of PMTgaround
:':OWQJ_ mirr 10%. APDs have a higher dark count ra@50 to 500 Hz
L b LR gy REn pass versus 15 Hz for PMTs a higher afterpulsing probabilitfl
Ls to 3% versus 0.1% for PMJsand a longer dead timé&O0
” versus 25 ns for PMTsAIl of these parameter&ead time,
|:| afterpulsing, detection efficiency, and dark cqucause arti-
= Correlator Detector: facts influencing the accuracy and/or precision of FCS mea-
] i’;ﬁémesﬁpw surements. Dead time and afterpulsing limit the shortest time
SPCM-AQR13 lag accessible in a photon correlation experiment and also

introduce correlated signal contribution to the modeled auto-
correlation curve. Detection efficiency and dark counts influ-
ence the SNR of the measurement. Due to technological limi-
tations, APDs and PMTs alike cannot be used directly in
. . multispot FCS systems incorporating large numbers of spots.
panded beam was reshaped int@-a2-foci pattern and fo-  Tpage detectors are not compatible with integration of pro-
cused into the sample. The intensity in & single spot was mea-¢eqging electronics and the photodetector on the same chip.
sured to be 1.7 mW at the entrance of the objective. The However, CMOS technology enables the design of photode-

excitation light was reflected by a dichroic mirr@€hroma,  ector arrays and the simultaneous integration of necessary
565LP) into & 40< numerical aperturéNA) 1.15 water im-  gjactronics onto a single chip. Recently, the first array of Gei-

mersion objectivéOlympus, Uapo/340, cover slip correcied ger APDs made by an industrial CMOS proce@MOS

The fluorescence emission was collected by the same ObjeC'SPAD) was designed and successfully tested in the Microsys-

tive and transmitted through a bandpass filt@hroma o | anoratory of the Swiss Federal Institute of Technology,
HQ585/40 that discriminated the signal from Rayleigh- and | ,,,sann&® (Switzerland. A similar CMOS SPAD detector

Raman-scattered light. Finally, the fluorescence emission was,q its performance in FCS measurements is described in this
focused by the tube lefid 5 (f=180 mn)] and a 4&< demag- paper.

nifying lens[Lg (f=35 mm)] onto either one detectdtS 7

to 8 um, see Fig. 2of the2xX2 CMOS SPAD array or onto
the optical fiben@ 9 um) connected to the SPCM-AQR-13. . . . . .
An XYZtranslation stage holding tf2x 2 CMOS SPAD ar- Our experimental configuration shows off-axis aberrations

ray or the fiber connected to the SPCM-AQR-13 enabled spa- (mainly coma and astigmatisndue to the fact that the DOE
tial fine adjustment of the detectsy. The photoinduced generates the confocal spots beside the optical axis. Since the

pulses from the detectors were registered by a hardware Cor_microsqope system itself is aberration correctg d the strongest
relator (Correlator.com, Flex990OEM-12Cwhich calculated aberrations are expected from the demagnifying 16ng)

the autocorrelation function. The calculated functions were placed n the detection arm of the system. The small size .Of
stored in computer memory and then analyzed with an in- the active area of the CMOS detectors makes the detection

house computer program based on the Marquardt-LevenberngyStem sensitive to the contribution of aberrations, merely af-
nonlinear least-squares minimization algorithm weighted after fecting the total collection efficiency. Our simulations ufiliz-

Koppef? that produces the number of molecules and the mo- Ing ZEMAX (Focus Software, Ing. showed that for a
lecular diffusion times as fitting parameters. 2 X 2-foci system, we could expect a decrease in the collec-

tion efficiency of a factor 2 to 5 in comparison to an onaxis
single-point illumination scheme.

Fig. 1 Experimental configuration for parallel FCS measurements.

3.3 Beam Quality on the Detector

3.4 Samples

connection pads . . .
= % A nucleotide triphosphate(tetramethylrhodamine-6-dCTP,
" |1 New England Labs-425henceforth referred to as TMR, di-
luted from a stock solutionsl uM) in Millipore water to
concentrations of 0.5, 2.5, and 1 nM, was used for single-
component diffusion measurements.
o Cyel St B For two-component diffusion measurements, the binding

of different biological molecules to each other can be detected
\ with FCS only when the difference in diffusion time is suffi-
Kbty 15
(c)

OouT1 OuT2

ciently high?*2® Therefore, an high-performance liquid chro-
matograph(HPLC) pure primer template with 42 nucleotides
(CTCGGGCTAAGGAGATTGTGTGGAATGGTCCTGT-
Fig. 2 (a) Geometrical configuration of a single CMOS SPAD, where GGGGGTAT, Thermo Hybaid, Ulm, Germahiagged on the
the effective diameter of the sensitive area corresponds to 7 to 8 um; 5’-end with a TAMRA dye was chosen. The molecular weight

(b) single CMOS SPAD with integrated electronics; and (c) chip hav- - - _ _
ing a 22 CMOS SPAD array: OUT 1 to OUT 4 show the positions of given isM prime™ 13,822 g/moland Mfree_dyeN 500 g/mol. A

the active areas; the distance between each is 1.1 mm. 10-nM primer concentration was mixed with a 10-nM dye

(a) (b)
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Fig. 3 Measured autocorrelation curves and trace signals of dark time [s] time [s]
counts obtained from the CMOS SPAD and the SPCM-AQR-13 for a
60-s measurement. Fig. 4 Typical autocorrelation curves and trace signals of TMR solu-
tion (2.5 nM) measured with the CMOS SPAD and the SPCM-AQR-13
for 60 s.

concentration in different ratiotbetween 10/0 and 1)%nd

each mixture was measured with the two detectors, CMOS

SPAD and SPCM-AQR-13, in triplicates. =1.54 for the CMOS SPAD and\=2.0 for the SPCM-
AQR13. The radial diffusion times arg,=86 and 118us,
respectively. These differences are caused by the fact that the

4 Measurements and Results
measured confocal volume¥ for the SPCM-AQR-13

4.1 CMOS SPAD versus SPCM-AQR13: coupled to a 9«m optical fiber and our detector, which has an
Dead Time, Afterpulsing, Dark Counts, effective diameter of 7 to &m (see Fig. 2, are slightly
and Detection Efficiency different. In addition, the afterpulsing probability of the

In this subsection we compare the performance of the CMOS SPCM-AQR-13 is also higher. Therefore, a systematic error
SPAD with the SPCM-AQR-13 commercial single-photon can be introduced by the measurement as well.
counting module normally used in FCS experiments. In Fig. 4, the count traces of the measured fluorescence
Figure 3 shows autocorrelation curves/eraging time is signal demonstrate the sensitivity of the two systems. As one
60 9 and trace signals of dark counts measured with our can see from the traces, the sensitivity of the CMOS SPAD is
CMOS SPAD[OUT 1, see Fig. @)] and the SPCM-AQR-13.  about one order of magnitude lower than that of the SPCM-
As we can see from the figure, our detector does not have anyAQR13. The efficiency of the SPCM-AQR13 is given in the
measurable afterpulsing effect. The SPCM-AQR-13 module technical specifications to be around 70%, which provided a
shows an afterpulsing signal expanding ugrte10 usin the count rate ofy=59700 Hzin the experiment. The CMOS
correlation curve. For dynamical processes in the microsec- SPAD has only 6 to 7% detection efficiency, which resulted in
ond rangele.g., triplet states this afterpulsing could bias the  »=5400 Hz.Table 1 lists the characteristics of the two inves-
result significantly. The corresponding signal traces, shown in tigated detectors.
the bottom plots, demonstrate the dark count level for both
photodetectors, which is about 50 Hz for the CMOS SPAD 4.2 CMOS APD versus SPCM-AQR13 Module:

and around 500 Hz for the SPCM-AQR13. Fitting Error versus Sampling Time for Measurements
Figure 4 demonstrates typical autocorrelation function on the Single-Molecule Level
curves(averaging time is 60)of freely diffusing TMR nucle- |, the following experiment we measured the influence of the

otide measured with our CMOS SPAD and the SPCM- gyeraging time on the statistical reliability of an FCS mea-
AQR13. The dye-labeled molecules were dispersed in a drop-grement. The statistical reliability of the FCS measurements
let on a cover glass at a concentration of 2.5 nM. The {4 the two detectors was tested with diffusing-dye-labeled

autocorrelation curves are distorted differently by the effects , ,cleotides. The number of molecules in the sample volume
of dead time and afterpulsing. The CMOS SPAD exhibits only

a small distortion due to dead time, which is not higher than

30 ns, visible as a gap at lower valuesmofFor the SPCM- Table 1 Performance characteristics of the two detection systems.

AQR13 module, one can see distortions caused by afterpuls-

ing, the sharp peak at 100 ns, as well as the dead time, which Detection Afterpulsing

is estimated to be approximately 50 ns. Detector Efficiency at Dark Count  Probability Dead Time
The analytical autocorrelation functi¢iq. (1)] was fitted System A=565nm Rate (Hz) (%) (ns)

to the obtained data. The autocorrelation function for

<10 uswas not taken into account to exclude the triplet state SPCM-AGR13  60-70% 500 1 50

and afterpulsing effects for the SPCM-AQR13. From the fits,

the average number of molecules per volume elemem\ is CMOS SPAD 6-7% 50 0 30

916 Journal of Biomedical Optics * September/October 2004 * Vol. 9 No. 5
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_CMOS SPAD (OUT 1) SPCM-AQR13 | plained by the SNR for FCS measurements, which is given
% o] T | " " ” by23,26,27
T:g %iﬂ ; = 2 e 8% g o * 08 o
L o3y EE, T 0C (1o o7 & G(7)
st e e ke SNR= ata (g ™"V T @
o " * error * error 0.5 [°)
£ o]l <»=4300 | 4 P imaniicl I E PR Here,v is the count rate per molecule, afds the acquisition
3 T |2 e Y time. In consequence of Ed4), the SNR depends more
L B (B 5 L = Lro strongly onv than it depends offi. This means a 10-fold loss
g 0101 [ loa 1 %= 35 of detection efficiency must be compensated for by a 100-fold
’5-: 0.08 %ﬁﬂ T g of® 30 2 increase in acquisition time to achieve the same SNR.
2 006 { ; H16 - 2.5(§ In our measurements, the error data poitssars” in Fig.
= ool % . 2l 1 * Ceor| 120 3 5) were fitted withy=a-b/\/T, in accordance with Eq4).
S o \"N,, 8 * . 15 e Here, the parametexris due to a systematic error of the mea-
g 000 L "\*\*w w [4 e 10 surements. The parametbris inversely proportional to the
"7 70 10 20 30 40 50 60 0 10 20 30 40 50 60 count rate(v) and had an approximately order of magnitude
Averaging time, s Averaging time, s higher value for the CMOS SPAD than for the SPCM APD, a

difference clearly resulting from the lower detection effi-

Fig. 5 Left Y axes: measured number of molecules (N) in the sampling ciency of the CMOS SPAD. However, the measurements per-

volume and diffusion time (7p) as functions of the averaging time;

right Y axes: fitting error (standard error in fitting coefficient). Mea- formed with th_e CMOS SPAD at a 500-pM concentration
surements were performed with the CMOS SPAD and a commercial gave re;sul@s with an error rate ef5% after ony 5 s for the
single-photon counting module (SPCM-AQR-13) on TMR at a 500-pM determination of the number of moleculdsand after 15 s for
concentration. The solid line is a fit of the error data points with the the diffusion time rp. For applications where the relative
equation y=a+b/\T; see text for details. difference in number of molecules or diffusion time is deci-

sive, such an error might be acceptable.

4.3 Biologically Relevant Two-Component Analysis
never exceeded 1, which means that on average at the mostvith CMOS SPAD
one molecule was present in the detection volume. The two-component analysis is interesting for many different
For most biological applications, the concentration of fluo- biological applications. This analysis method has been applied
rescent molecules in the sample is important to know. With previously to investigate the hybridization of DNA strands to
FCS the average concentration of fluorescent molediles  each other and to RNA and the binding of ligands to their
«N) and the diffusion timg mp) can be obtained by fitting  receptors and to other proteih€ We investigated if mol-
the measured correlation curve with the described analytical ecules having different diffusion times could be identified
autocorrelation functiofisee Eq.(1) or (2)]. The number of equally well with both detectors: the CMOS SPAD and the
photons per molecule detected within a certain time interval SPCM-AQR-13. The 10-nM primer concentration was mixed
influences the FCS statistical reliability, or the “smoothness,” with a 10-nM dye concentration in different ratios between
of the correlation function, and thus decreases the standard10/0 and 1/9 and measured with the two detectors in triplicate.
deviation, which, in turn, finally influences the precision of The autocorrelation curves of the measured samples were fit-
the estimated values ofy andN. ted in the time interval from approximately 1% to 30 s. The
Measurements were performed with the CMOS SPAD and autocorrelation signal at times less than A€ was excluded
the SPCM-AQR-13 detector on two different concentrations to diminish the effect of afterpulsingvhich is only present in
of TMR molecules(2.5 nM and 500 pNl The measurements the SPCM-AQR-13 detected autocorrelatipas well as to
on the 500-pM solution are displayed in Fig. 5, which shows exclude the contribution of the triplet states. To evaluate the
the measured number of molecules in the detection volume performance of the two detectors, the percentage of molecules
element and the diffusion time as functions of the acquisition with the slower diffusion componeriprimer in relation to
time (averaging timgchosen to be 1, 3, 5, 7, 10, 15, 20, 30, the more rapidly diffusing moleculeglyes was determined
45, and 60 s. The dependence of the fitting elstandard as follows:
deviation in fitting coefficient on the acquisition time is First, the autocorrelation curve obtained on a pure dye so-
shown on the right axis for each graph. lution was analyzed with Eq$l) and(3) to estimate the ratio
The measurements performed with the SPCM-AQR13 of the axial and radial dimensioi®= w,/w,,, the diffusion
gave a better statistical reliability and consequently a smaller time (7p;), and the count rate per molecule;) of the free

fitting error; the latter of is always less than 0.6% forand dye. The values were determined to =8, mp=7
2.5% for 7p . The maximal fitting errors obtained with the =100us, and v,;=3900 Hz for the CMOS SPAD andR
CMOS SPAD are 8 and 16%, respectivébee Fig. 5 How- =9, 7p1=7=110us, and v,=48,600 Hzfor the SPCM-

ever, for longer averaging times, the fitting error is strongly AQR-13.

reduced, and even in the sub-single-molecule measurement Second, the purity of the HPLC pure primer was deter-
regime(N<1) our detector showed a good statistical reliabil- mined by an HPLOSpectra Systems, ThermoFinnigan with
ity with fitting errors smaller than 1.2% fod and smaller than ~ Wdac 214TP reverse phase column, Dioneklere, free
5% for 7p for a 20-s acquisition time. The different statistical TAMRA dyes could still be identified in the sample. There-
accuracies that we obtained with the two detectors are ex-fore, the count rate per molecule of the primer, could not
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Fig. 6 Measured two-component diffusion autocorrelation curves obtained with the CMOS SPAD (left), the mean count rate was around /
=30 kHz, N;=5.2, and N,=30.6, and SPCM-AQR-13 (right), the mean count rate was around /=380 kHz, N;=2.8, and N,=23.3. The primer
fraction (more slowly diffusing component) was in both cases determined to be around PF=85%. The dotted lines in both plots show the curve
fitted to the experimental data. Due to the lower detection efficiency of the CMOS SPAD detector, the noise in the autocorrelation function is worse
than for the SPCM-AQR-13. However, the residuals of the CMOS SPAD, with no afterpulsing, show lower and more consistently varying values

than for the SPCM-AQR-13.

be measured experimentally. Instead, we estimated the counfree dyes, dye-labeled primer, and primer with intercalated

rate per molecule of the HPLC pure primer to be one third of
the count rate per molecule of the free dye Following Eq.
(2) we get

G(n)=1

(1+7/mp) 1+ 7'/(R27'Dl):|71/2
Ny(1+qn)?

+q2n(1+ I 7pp) "1+ 7/(R27'D2)]_l/2
N,(1+qgn)? '

Here,q=v,/v; andn=N,/N;; andv; andv, are the count
rate per molecule and; andN, are the number of molecules
in the confocal volume for the free dye and for the primer,
respectively.

Third, the recorded autocorrelation curves of the different
primer-dye mixtures from both detectors were analyzssk
Fig. 6) with the described in-house fitting program. Here, the
ratio of the axial and radial dimensions of the detection vol-
ume elemen(R), the diffusion time of the free dyerp4), and
the coefficientg= 0.3 were fixed. The fitting of Eq(5) gave
the diffusion time of the primefrp,=0.7 and 75,=0.6 for
the CMOS SPAD and the SPCM APD, respectiyethe co-
efficientsn, and the number of molecules,. Finally, the
primer fraction was determined &= N,/(N;+ N,). Figure
7 shows this ratio with reference to the theoretically calcu-
lated fraction of the primeffrom the mixing of the two com-
ponents.

5

It turned out that the estimated ratio of the count rates per

moleculeq=0.3 was not exactly correct. In consideration of
Eq. (3) (wherel is the mean count rate obtained in one mea-
suremen, the ratio of the count rates per molecule was prob-

ably even lower. The reason for this increment count rate lies

in the oversimplification of the biological compound model.
Here, obviously, more than two compounds with different
count rates per molecule were present in the sample.g.,

918

dyes making the determination of the exact absolute values
of N; andN,, difficult. However, the relative values based on
measurements with the CMOS SPAD are quite similar com-
pared to the relative values obtained by the measurements
with the SPCM-APD. Thus, both detectors can be used for,
for instance, concentration determinations of unknown mix-
tures giving a calibration curve, as in Fig. 7. The experimen-
tally obtained primer fractions do not differ systematically,
but only stochastically, between the two different detectors,
the CMOS SPAD and the SPCM-AQR-13. Despite the fact
that the detection efficiency of the CMOS SPAD is approxi-
mately 10 times lower than that of the SPCM-AQR13, the
measurement time for the CMOS SPAD was only two times
longer and very similar results are found for both detectors. In
conclusion, the CMOS detector as well as the commercially

¥

.
%%ﬁ

(measured)

coocooocoo-=
NWPOOONOOOO
& 1 1 1 1 S Ty (N O |

primer fraction

0.1

o0 SPCM-AQR-13

= CMOS SPAD

02 04 06 08 10
primer fraction in solution

0.0
0.0

Fig. 7 Experimentally measured fraction of primer molecules (PF) as a
function of the estimated primer fraction in solution (determined by
the volumetric ratio of the primer and dye solutions).
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available high-performance single-photon dete¢ts APD 25-G{p OUT1 3, Counts, kHz
can be used in FCS. ]

Ten samples with different primer concentrations were
measured for 60 s each and the resulting autocorrelation
curves were analyzetsee Fig. 7. Even in the HPLC pure
primer solution approximately 10% of free dyes were found.
Therefore, the highest value of the measured primer fraction
resulted only in approximately 90%. Independent measure-
ment by HPLC confirmed the existence of free dye molecules
also(data not shown Each data point in Fig. 7 is the average |
of the three values from the three independent measurements. 4 g |
The error bars indicate the standard deviation for the measure- |
ment point. An offset on the abscissa of 0.02 has been intro- 1.04
duced for the CMOS SPAD to avoid an overlap of the data 2.

Measured
C=1.3nM

ouT2

N =0.89
=96 ps

v =1730 Hz Measured

C=1.1 nM

) . ouT3

points in the graph. , N =0.83 5]
- % =81us

4.4 Parallel Single-Molecule Detection and Parallel 1 v=2300Hz 2] Measured
FCS with 2 X2 CMOS SPAD Array b C=1.3 nM
In this section the results obtained with the multifocal diffrac- 1 0---r-r-r-r-r-r-r-r'-i--rnrv-rm-r-1
tive optical FCS system are presented. Also here, the concen- ]
tration of molecules was so low that single-molecule detection MWWWW‘WMM
could be performed. We utilized one of o@x2 CMOS 3
SPAD arrays to demonstrate its potential for parallel FCS ex-
periments. Since the manufacturing process is not yet opti- Measured
mized for the homogeneous performance of all four C=1.4nM
detectors® we chose one of the arrays that has pixels with

L L L L

essentially different dark count rates: 40, 30, 400, and e 10u 1004 1m 10m 100m 0 5 10 15 20 25 30
2000 Hz for OUT1 to OUT4Fig. 2(c)], respectively. With TS time, s
this detector, the impact of the nonuniformity of th.e detector Fig. 8 Autocorrelation functions (left) of fluorescence signals (right)
parameters to the measurement accuracy was estimated. measured in a solution of 1-nM dye-labeled nucleotide triphosphates

A 1-nM solution of TMR was dispersed in a droplet on a (TMR) from four DOE-generated foci with a 2 X2 CMOS SPAD array.
cover glass. TheXx2 fan-out diffractive optical foci were
then positioned into four arbitrary points of the drop. The

measurement time was 300 s. Figure 8 illustrates the result of — (k1)/(677r)=2.6x 10710 m?/s, and using Vv

the measurements performed with @2 FCS systemona  =R(477,D)%? we estimated the detection volume elements
1-nM TMR sample. The first three detectors show a similar oy each of the four detectors to be 1.2, 1.4, 1.1, and 3.2 fl,
performance: the average number of moleculB§=0.88 respectively. From these values, the concentration values were
+0.04,the average diffusion timerp)=88=8 us, and the  getermined to be 1.3, 1.1, 1.3, and 1.4 nM, respectively. This
average count rate per molecule)= 2000+ 280 Hz. The calibration method ensures that all detectors give a similar

relative differences can be explained by the individual re- guantitative measure. This result demonstrates the feasibility

sponse of the four detectors as well as the positioning inaccu-of our parallel FCS system in the sub-single-molec(iie
racy of the conjugated confocal spots on the detectors. Similar 1) range.

differences(<20%) also can be observed in single-spot FCS

measurements. The fourth detector has a higher dark count .

rate (2000 H2 but the same detection efficiency. This results 5 Conclusion

in a flattening of the autocorrelation trace and the fitting of the We presented parallel FCS measurements wRix& Geiger-

curve has to be corrected for this background sigh&ven mode single-photon APD array made in a conventional
with such a correction we get higher values 2.6, 7o CMOS process, which showed that the performance of the
=166 usand an almost fourfold lower value(590 H2. One CMOS SPAD detector was comparable to the performance of

explanation for these differences could be that aberration oc-a conventional APD. Less than one molecule per detection
curred, which results in different confocal spots. Another volume element measured within 20 s gave a fitting standard
would be that the DOE was somehow tilted and the distance errors of 1.2 and 5% foN and 7, which is certainly suffi-
between the spots was no longer optimized toward the dis- cient for most FCS measurements. The electronic perfor-
tance between the active pixels of the detector array. Thereby,mance of CMOS SPAD is very similar to that of conventional
the excitation volume elements did not coincide 100% with APDs: the detector exhibited no afterpulsing, a low dark
the active areas of the CMOS SPAD array, which resulted in a count rate(40 Hz), and a short dead timé0 ng, but the
larger confocal volume per spot as well as in lower collection detection efficiency of the detector is a factor of 10 lower than
efficiency for the different foci. Finally, we calibrated the con- for a conventional APD with single-photon sensitivity. Next,
focal volume for each sensor on the basis of the radial diffu- the fraction of biomoleculegprimen in solution was deter-
sion times. With an estimated diffusion coefficietof D mined with the CMOS SPAD. The results were clearly com-
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parable with the results obtained with the SPCM APD, indi-
cating that, apart from the lower detection efficiency, the
CMOS SPAD can be used equally well for biomolecular
analysis where different mobility distinguishes the actual con
tent of a samplée.g., binding interactions and enzymatic deg-
radation). Finally, we showed the usefulness of the CMOS
SPAD array for parallel FCS measurements with DOE multi-
focus illumination, wherein single biomolecular sensitivity
was achieved in all four foci simultaneously. Unlike the
former 2X2 array detection approach,the single spots
could not be adjusted separately, which obviously results, for
instance, in a lower count rate per molecule. However, despite
lower count rates per molecule and high dark count rates in
one of the detectors, equal sample concentrations were ob-
tained when the effective detection volumes for the four de-
tectors were calibrated individually.

We showed that a first step toward an integrated parallel
single molecule detection system has been taken. To broaden ;.
its application and to make this kind of detector more power-
ful for biological and chemical applications at low concentra-
tions, a higher detection efficiency and a larger active area of
the detector are required and the detector sensitivity should be
shifted to the red region as well. Low manufacturing costs,
full integration of multiple Geiger-mode photodetector cells 13.
into smart detector array§,and on-chip signal processing
will lead to faster analysis and a smaller instrument, because
analysis circuits(e.g., correlatopsand software can become
obsolete. Furthermore, novel and faster parallel single-
molecule detection concepts for applications such as high
throughput screeningHTS) and single molecule detection at
low concentrations with huge data collection and data pro- 1
cessing capacitye.g., for screening and sequengingight
become feasible and inexpensive compared to parallel detec-
tion based on commercially available APD detectors. 16.
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