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ABSTRACT 

The quality of products produced on the production line is particularly important for manufacturers. However, how to trace 

the cause of product quality problems is a common problem in the field of intelligent manufacturing, and has not received 

good attention and research. Solving this problem requires the person in charge of production to be very familiar with the 

production links in a specific production scenario and have good reasoning ability, which is often challenging and a key 

factor to the factory’s production efficiency. In this paper, we designed a system for a manufacturer that uses the knowledge 

graph to reason and analyze the product quality in production. To solve the difficulty of tracing the cause of the problem 

in a specific production scenario, we carefully analyze and mine the original Manufacturing Execution System (MES) data 

set of that manufacturer, establish a knowledge graph model, and find out the shallow causes and deep correlations of 

quality problems through the custom rule reasoning of the Jena reasoning engine. The reasoning system overcomes the 

low accuracy and high time-consuming of traditional manual inspection and provides effective help for factories to improve 

production efficiency, save production costs, and reduce defective product rates. 
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1. INTRODUCTION 

Recently, knowledge graph technology has been widely used in Internet fields such as search engines and intelligent 

question answering, and has also been initially applied in many fields. For example, in order to facilitate researchers to 

understand the pathogenic mechanism of COVID-19, a semi-automatic knowledge graph construction method uses a 

combination of crawler technology and manual methods to build a knowledge graph1. Reference2 combined the BERT 

(Bidirectional Encoder Representation from Transformers) preprocessing model to design a method to collect financial 
knowledge graph data to complement the financial knowledge graph system. In Reference3, for the field of e-commerce, a 

training model is proposed that provides services such as commodity classification and commodity recommendation for 

downstream tasks in the form of knowledge vectors. The above knowledge graph applications of varying degrees are 

concentrated in finance, e-commerce, medical and other industries. However, under the current background of Industry 

4.0, the application of knowledge graphs in the field of intelligent manufacturing is still insufficient. First, the advantages 

and characteristics of knowledge graphs in the field of industrial manufacturing are not clear enough, and secondly, there 

is the problem of ambiguous industrial application scenarios4. Finally, establishing an appropriate knowledge graph model 

for a specific factory production scenario is the key to whether the entire application can function. For example, in the auto 

parts production scenario, when the products produced by the automated assembly line enter the quality inspection 

workshop, various quality problems are often found. For the product quality problems found during the quality inspection 

process, a manual investigation was required in the past. If the cause of the problem is identified, this process is 
accompanied by unfavourable factors such as reduced production efficiency, consumption of human resources, and 

inaccurate traceability of the cause, resulting in loss of factory benefits. In this paper, we study how to establish a 

knowledge graph model for the production environment under the above circumstances. Although the existing MES data 

in the factory has relatively complete production information, how do establish a knowledge inference based on these data? 

The graph model is still difficult, and the process of knowledge reasoning can be simply summarized as the process shown 

in Figure 1. Since product data and information in the production process are often isolated from each other, it is necessary 

to be very familiar with the business process before establishing a basic knowledge graph. In order to solve this problem, 

we first mine and analyze the MES data, and will build a four-layer model of the knowledge graph divided into product 
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nodes, quality inspection problems that occur, direct causes, and underlying factors. Then, a knowledge reasoning model 

using Jena reasoning engine for custom rule reasoning is proposed, and a supporting APP software based on microservice 

architecture is developed to provide it to production managers. This will provide a useful reference for factories in the field 

of intelligent manufacturing with such problems. 

 

Figure 1. The process of reasoning. 

The rest of this article is organized as follows. In Section 2, we briefly outline our solution. In Section 3, the knowledge 

graph model designed in this paper is introduced. Section 4 introduces the custom rule inference method based on Jena 

inference engine. In Section 5, the quality problem reasoning APP of the microservice architecture developed in this paper 

and its performance are introduced. Finally, Section 6 concludes. 

2. OVERVIEW 

In this chapter, we will outline our solution, introducing the system in the form of a flowchart. As shown in Figure 2, this 

system is based on Jena reasoning engine, uses Neo4j graph database as a storage medium, and conducts reasoning analysis 

for the product quality problems that occur in the assembly line production of an auto parts manufacturer. After exporting 

the CSV (Comma-Separated Values) file from Neo4j, we need to call the relevant functions in the Java toolkit to convert 

it into an RDF (Resource Description Framework) file, and generate the input data of the Jena inference engine for 

inference execution. The whole system is based on Java Spring Boot microservices, and uses Nginx and Nacos to manage 

and deploy microservices. It can be seen from the figure that when the reasoning engine obtains the relevant reasons for 
the product quality problem, it will be displayed on the front-end web page, and at the same time, the knowledge graph 

model in the original graph database will be updated and updated. Each time the reasoning analysis is carried out, the result 

will be more and more accurate. 

 

Figure 2. Execution reasoning process. 
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3. CONSTRUCTION OF KNOWLEDGE GRAPH 

To establish a knowledge graph model in the workshop scenario, it is necessary to have a sufficient understanding of the 

production business process of the factory. We have carefully studied the production process of vehicle parts, which can 

be divided into the following steps: (a) Materials are transported to the automatic assembly workshop; (b) The assembly 

line in the assembly workshop starts production according to the product template; (c) The robotic arm performs assembly 

tasks; (d) The product is transported to the spraying workshop by the AGV(Automated Guided Vehicle) trolley; (e) The 

unloading robot starts spraying according to a fixed rhythm; (f) The product is transferred to the quality inspection 

workshop for testing. After getting familiar with the production process, we model the knowledge graph for the product 

quality problems in this scenario.  

 

Figure 3. Knowledge graph model. 

The source of the metadata is the data export of the existing MES in the workshop, and the data is filtered through the Java 

program to obtain valuable information for the reasoning system. The final established knowledge graph model is shown 

in Figure 3. The knowledge graph is a top-down four-layer reasoning model. From the product with the problem to the 

direct cause at the shallow level and the indirect factor at the deeper level, the reason for the quality problem can be 

reasoned from the shallower to the deeper. The fine-grained can be specific. The production parameter information of a 

robot arm on a production line. 

Furthermore, in this article, Neo4j is used as the graph database for storing knowledge graphs. Compared with the 

traditional relational database, its query speed is faster, the operation is simpler, and it can provide a richer presentation 
form. At the same time, Neo4j supports a complete transaction, that is, it satisfies the properties of ACID (Atomicity, 

Consistency, Isolation, Durability)5. In this system, the use of Neo4j will be reflected in the Java Spring boot microservice, 

and the graph database is completed by calling the relevant API (Application Programming Interface). 

4. KNOWLEDGE REASONING METHOD 

In the reasoning related to knowledge graph, there are mainly the following reasoning methods6:  

(a) Description logic based reasoning (DL-based); 

(b) Reasoning based on graph structure and statistical rule mining (PRA, AMIE); 

(c) Reasoning based on knowledge graph representation learning (TransE); 
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(d) Probabilistic logic-based method (statistical relational learning); 

(e) Production rule-based reasoning. 

In our system, the production rule reasoning based on Jena reasoning engine is mainly used. The RDF (Resource 

Description Framework) model is used, which is the simplest and closest data model to natural language and human brain 

cognition7. The reasoning method based on production rules is mainly composed of fact set, rule set and reasoning engine. 

Apache Jena (Jena) is an API for Java Semantic Web Applications. In this paper, we use the inference engine based on the 

RETE algorithm in the Jena inference engine to carry out custom rule inference on the CSV files generated by the 

knowledge graph constructed in the previous article, and use the isolated entity nodes in the knowledge graph to generate 

new Relational attributes are connected to enrich and complement the knowledge graph.  

After establishing the basic knowledge map model, we need to convert the knowledge graph into RDF file for reasoning 

operation by the reasoning engine. Because neo4j we can’t directly generate RDF file, we need to divide the operation of 

generating RDF file into the following two processes, the first step is Neo4j-to-CSV file, and the second is CSV-to-RDF. 

In the Neo4j graph database, model files in CSV format can be exported, but direct dumping to RDF files8 supported by 

the reasoning engine is not supported, so we need to convert the exported CSV files into RDF files. The CSV file export 

can be done using the plugin APOC (Awesome Procedures on Cypher) provided by Neo4j. At the same time, we need to 

install the desktop version of Neo4j locally and the APOC jar package. After the installation is successful, enter return 

apoc.verison() on the Neo4j browser operation page to check whether the installation is successful. 

In addition, we need to add “apoc.export.file.enabled = true” to the Neo4j configuration file neo4j.conf before you can 

export the CSV file. Enter CALL “apoc.export.csv.all(‘yourcsv.csv’, {})” in the browser operation interface to export all 

node and relational models in the current database and save them in the import folder under the installation directory. Jena 

provides related functions to convert CSV files, just call the CSV2RDF.init() function in the Java program, and we can 

create a new reasoning engine in Jena through RDFDataMgr.loadModel(“.csv”). The reasoning model of Reference9. 

After creating a generative reasoning model in Jena, the model is traversed through the model.listStatements function to 

obtain all triplet information. Jena reasoning engine supports reasoning on RDF graph, providing forward chain, backward 

chain and mixed execution mode of both10. Contains a RETE (A kind of fast forward rule matching algorithm) engine11 

and one tabled datalog engine. Configuration parameters can be configured through “GenericRuleReasoner”, and various 

reasoning engines can be used. To use a “GenericRuleReasoner”, a ruleset is required to define its behaviour. 

As shown in Figure 4, this is the specific format of a Jena rule, in which, assuming that in a movie knowledge graph, if the 

type of movie an actor participates in is a comedy, we can consider the actor to be a comedian12. 

 

Figure 4. Jena’s reasoning rules. 

After defining the reasoning rules, we can call the List rules = Rule.rulesFromURL(XXX) method in the program to load 

and parse the rule file. In our paper, the process by which Jena performs reasoning is as follows: (a) Load RDF file using 

Input function; (b) Create a reasoning engine object via GenericRuleReasoner; (c) Parse reasoning rules using 
Rule.parseRules; (d) setMode sets the reasoning mode, this system adopts mixed reasoning; (e) Call the find function to 

perform reasoning and output; (f) Complete updating for Neo4j database. 

5. SYSTEM DEMONSTRATION & PERFORMANCE 

After completing the construction of the knowledge graph and the development of the inference engine in the previous 

article, we developed a set of web applications based on the Spring Cloud microservice framework, and transformed the 

work in the previous article into a practical application. A human-machine-friendly interactive page is developed based on 

the Vue framework for the factory production manager, providing the function of tracing the cause of quality problems 
and supporting follow-up feedback. Through the interactive page at the front end, we can vividly show this process. Next, 

the system is divided into several functional parts for testing. 

Figure 5 lists all the products in production in the current factory and provides a search interface. Click the “Reasoning 

quality issues” button on the right to enter the next operation interface. 
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Figure 5. Product list. 

 

Figure 6. List of product issues. 

Figure 6 shows the historical problems that have occurred in the currently selected product. Click perform reasoning 

Analysis on the right side of the problem to execute reasoning analysis of the cause of the problem. At the same time, click 

begins reasoning to select the quality issues found by the user and make a new one’s reasoning analysis. 

In Figure 7, according to the actual situation, we can select the quality problem that occurs during the quality inspection, 

and after clicking the confirm button, the reasoning analysis of this aspect will be performed. 

 

Figure 7. Selecting quality issues. 

After selecting the question type, the Jena reasoning analysis process can be executed, and the obtained results will be 

sorted by possibility and presented to the user for further investigation, as shown in Figure 8. 

 

Figure 8. Reasoning result presentation. 
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In the drop-down box of shallow direct causes, there are several deeper factors. Through the results given by the reasoning 

engine, the user can carry out secondary feedback confirmation, and the reasoning system will modify and supplement the 

knowledge map according to the feedback results, to make the next reasoning process more accurate. 

6. CONCLUSION 

Based on the Jena reasoning engine, this system implements an analysis system based on rule-based reasoning, and uses 

Neo4j as the storage medium of the knowledge graph to feedback and iterate the reasoning results to the graph database, 

forming a closed-loop system. The accuracy of the reasoning results has contributed to the production efficiency of the 

auto parts production line, reducing the time-consuming and laborious cost of manual inspection. In the current context of 

Industry 4.0, the application of knowledge graphs in the field of industrial production will bring a huge impetus to 

intelligent manufacturing. 

In the next few years, knowledge graph will still be a frontier research hotspot in the field of big data intelligence. How to 

apply knowledge graphs to more disciplines is an important issue that we need to think deeply about. In the context of the 
Internet of Everything, no entity exists independently. All things in the objective world have a relationship with the outside 

world. How to abstract them and establish a more reliable model is also the focus of future research. 
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