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Abstract. In the vast river of art and music, this wonderful flower of art has inherited culture
through its expansion in horizontal space and continuation in vertical time since its birth. This
research mainly discusses the filming of multimedia music images that integrates hidden Markov
model (HMM) and song feature tags. Hidden Markov model is a statistical model based on
hidden Markov process, which is mainly used for modeling stochastic processes. The editing
structure, editing style, and the time and space performance of the editing should be considered
in the editing process. When filming multimedia music images in the study of music history,
there are not only the shooting pictures of the main body of the musical things but also the
introduction of the environmental information generated by the musical things. Editing needs
to consider whether each shot and each picture meets the actual research situation for the musical
things to be described. It uses HMM to predict the song category based on the user’s listening
behavior records and song characteristics and then recommends the corresponding category of
music to the user in real-time. Finally, the recommended results of several algorithms are verified
on the experimental data set. It compares the difference between the traditional music algorithm
and the HMM from different dimensions, such as accuracy, error rate, and recommended time
efficiency. The accuracy of HMM for music is predicted to be 95%. The multinote recognition
system of the piano uses the characteristics of the hidden Markov double random process to
describe the statistical characteristics of the audio stream of notes. The proposed research will
help promote the dissemination of music image information.© 2022 SPIE and IS&T [DOI: 10.1117/
1.JEI.31.5.051419]
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1 Introduction

The multimedia system is a rich resource library, which can realize the fair distribution of educa-
tional resources. Music majors can view the shared music resources in the multimedia system,
and there is no difference between good and bad conditions. In this way, every student has equal
educational opportunities, which helps to improve students’ music literacy and teaching quality
in an all-around way. This paper studies the automatic arrangement of chords. The feature part
adopts a high-level contour feature based on tone and considers the high frequency overtone
problem in music and the negative impact of high feature redundancy brought by multiple tim-
bres improved.

Music is a hands-on course that requires an in-depth discussion of experiences between stu-
dents and between students and teachers. It can be improved quickly by design and realization of
singing or performance level and personal performance level of multimedia for music teaching.
The combination of traditional teaching methods and informatization methods can learn from
each other’s strengths and can improve students’ interest in learning through some video and
audio.1 It is of great significance to use multimedia music image technology to record the musi-
cal, cultural relics left in the past dynasties in the study of music history. This is because these
cultural relics themselves with the passage of time, and the existing environment will change and
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their authenticity will be attenuated. It also has invaluable academic value to use multimedia
music image technology to record the live performance of various music works today.
Traditional music teaching focuses on emotional expression and timbre. China’s traditional
music culture is different from other types of music, and it pays more attention to the timbre
of music.

Made a close connection with the theme of the article: study the principle of speech recog-
nition based on hidden Markov model (HMM), find out the commonalities and differences
between speech recognition and multinote recognition, and establish multinote HMM acoustic
model and multinote intermodel. The present research study proposes the content that multime-
dia music images in music history research should carry: including the environmental informa-
tion of musical things, the ontology information of musical things, the performance and
performance information of musical things, and the research information of musical things.
This is considered the only method that brings no regrets for future generations. Aiming at the
cold start problem in the music recommendation process, this paper proposes a new music rec-
ommendation algorithm. The algorithm uses song feature tags to recommend popular songs to
new users. At the same time, in music recommendation, recommendation systems often need to
continue song recommendation at the end of the playlist. Faced with the user’s favorite playlist,
the system needs to dig out the user’s interest deviation from it. In the field of communication,
HMM is generally used to predict the behavioral probability of time series. Based on this prin-
ciple, this paper combines the user’s listening behavior record and song characteristics to predict
the song category (HTR algorithm) and then recommend the corresponding song to the user in
real-time. Although the traditional collaborative filtering algorithm can easily mine the user’s
hobbies, it has the problems of data cold start and sparsity.

2 Related Work

When users use the search system to obtain information, they will find that the traditional search
system cannot dig out the user’s potential needs, and the user needs to participate in the infor-
mation query process. Amini believed that watermark detection is a method to verify the exist-
ence of a watermark in a watermarking scheme used for copyright protection of digital data.2

Rashidi considered that using Android devices, users can install third-party applications from
various open markets. This can cause security and privacy issues because third-party applications
can be malicious.3 To quickly detect early bearing failures, Li developed bearing condition mon-
itoring indicators based on self-organizing maps.4 Carrer believed that radar detectors are unique
underground surveys for ground and space applications. The authors proposed a new technology
based on local-scale HMM to detect layer boundaries5 automatically. Based on the output of a
mismatched HMM test filter, an HMM filter was applied to observations not generated by its
model. In another study, Jameset al. proposed a change detection method for dependent
processes.6 According to the MIDI file and the corresponding audio file, construct training, test
waveform data, and corresponding annotation files, the recommendation algorithm based on the
song’s content will first analyze the song description with a higher score in each user and use it as
the user’s interest data. The system calculates the similarity between the higher-rated songs and
the remaining songs in the resource library. Finally, it recommends the corresponding song col-
lection to each user according to the degree of similarity. With the development of information
and multimedia technology, music digitization is widely used in various media, such as radio
broadcasting, digital storage, network, and so on. In this way, efficiently retrieving and managing
music in a large amount of music has become the focus of research and development in
recent years.

3 Song Recommendation Based on Fusion HMM

3.1 Multimedia Music Image Production

SIFT is a new image compression scheme based on local feature descriptors. SIFT descriptor has
scale and rotation invariance to a picture and is widely used in image information retrieval. In this
paper, the SIFT method is used to extract the features of each direction and each gradient of the
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local image block and then combined with the SPM method. Different scale scale-spaces inte-
grate the feature vector of each image block into a feature vector as the feature of the whole
image. Thus, the auditory image characteristics of chords.7 In the music-influenced filming proc-
ess, HMM uses historical preference data to calculate the distance between users and then uses
the weighted score value of the target’s nearest-neighbor users to evaluate the song to predict the
target user’s preference for a specific song.

Mass spectrometer:

EQ-TARGET;temp:intralink-;e001;116;651Ct ¼
XN
n¼1

Mt½n� · n∕
XN
n¼1

Mt½n�: (1)

Among them,Mt½n� represents the magnitude of the Fourier transform at binary n and frame
t. A high mass spectrum indicates that the sound is brighter in the high-frequency range.

The spectrum roll-off represents the spectrum distribution below the frequency Rt85%, and
it is also a parameter that reflects the shape of the spectrum. Its expression is as follows:8

EQ-TARGET;temp:intralink-;e002;116;553

XRt

n¼1

Mt½n� ¼ 0.85 ·
XN
n¼1

Mt½n�: (2)

The spectral fluctuation represents the mode of the difference in the regularized spectral
sequence distribution. Its expression is as follows:

EQ-TARGET;temp:intralink-;e003;116;477Ft ¼
XN
n¼1

ðNt½n� − Nt−1½n�Þ2: (3)

Among them, Nt½n�, Nt − 1½n� represent the regularized spectrum of the t’th frame and the
t’1th frame, respectively.

Zero crossing rate:9

EQ-TARGET;temp:intralink-;e004;116;391Zt ¼
1

2

XN
n¼1

j sinðx½n�Þ − sinðx½n − 1�Þj: (4)

The square-integrable function ϕðtÞ satisfies the condition:

EQ-TARGET;temp:intralink-;e005;116;328

Z þ∞

−∞
jφ̂ðωÞj2jωj−1dω < þ∞: (5)

For the discrete case, the wavelet sequence is10

EQ-TARGET;temp:intralink-;e006;116;272ψ j;kðtÞ ¼ 2−j∕2ψð2−jt − kÞ; j; k ∈ Z: (6)

For any function fðtÞ ∈ L2ðRÞ, the continuous wavelet transform is11

EQ-TARGET;temp:intralink-;e007;116;225Wfða; bÞ ¼ hf;ψa;bi ¼ jaj−1∕2
Z
R
fðtÞψ

�
t − b
a

�
dt; (7)

EQ-TARGET;temp:intralink-;e008;116;166ψa;b ¼ r
Z
R
fðtÞψ

�
t − b
a

�
dt: (8)

The process of making multimedia music images is shown in Fig. 1. For the monophonic
signal input by the microphone recording, quantization noise and aliasing interference will be
generated when converted from quantization to digitization.12,13 The pre-emphasis process is
realized using a pre-emphasis digital filter with 6 dB/octave to improve high-frequency char-
acteristics. The input layer to the hidden layer is fully connected, but the weight is fixed at 1.
There is no need to prespecify the weight between the hidden layer and the output layer, and
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it can be directly calculated in the next step. In addition, each node of each output layer sets
a Sigmoid function, which is used to normalize the result of the linear operation to between
0 and 1, which is convenient for classification processing.

3.2 Fusion HMM

The multinote acoustic modeling process is similar to the phoneme modeling, but the parameters
in the HMM are different; the multinote modeling is done by counting the number of consecutive
times between multinote and multinote or knowing the current multinote calculates the prob-
ability of the next polynote occurring. The actual problem is often more complicated than
described by the Markov chain model. What people can observe is often not one-to-one cor-
responding to the state, but connected by a set of probabilities, and such a model is called HMM.
If for any n ¼ 1;2; 3; : : : and any t0; t1; : : : ; tn ∈ T and any real numbers x, y, the formula is as
follows:14

EQ-TARGET;temp:intralink-;e009;116;278pfξðtnÞ ≤ yjξðtn−1Þ ¼ x; : : : ; ξðt0Þ ¼ x0g ¼ pfξðtnÞ ≤ yjξðtn−1Þ ¼ xg; (9)

EQ-TARGET;temp:intralink-;e010;116;235ξ1ðtnÞ ¼ χ∕T: (10)

First, we must define a forward variable αtðiÞ:
EQ-TARGET;temp:intralink-;e011;116;212αtðiÞ ¼ PðO1; O2; : : : ; Ot; qt ¼ SijλÞ: (11)

That is, given the condition of the model λ, the sequence fO1; O2; : : : ; Otg will be in the Si
state at time t. The following are the steps of iterative calculation of forward variables:15

(1) Initialization:

EQ-TARGET;temp:intralink-;e012;116;138α1ðiÞ ¼ πibiðO1Þ; 1 ≤ i ≤ N; (12)

EQ-TARGET;temp:intralink-;e013;116;95α2ðiÞ ¼ πibiðO2Þ; 1 ≤ i ≤ N; (13)

EQ-TARGET;temp:intralink-;e014;116;73α3ðiÞ ¼ πibiðO3Þ; 1 ≤ i ≤ N: (14)

Fig. 1 Multimedia music image production process.

Cui and Wang: Multimedia music image production combining HMM and song feature tags

Journal of Electronic Imaging 051419-4 Sep∕Oct 2022 • Vol. 31(5)

Re
tra

cte
d



(2) Iterative calculation:

EQ-TARGET;temp:intralink-;e015;116;724αtþ1ðjÞ ¼
�XN
i¼1

αtðiÞaij
�
bjðOtþ1Þ; 1 ≤ t ≤ T − 1; 1 ≤ j ≤ N: (15)

(3) Final calculation:16

EQ-TARGET;temp:intralink-;e016;116;660pðOjλÞ ¼
XN
i¼1

αTðiÞ: (16)

Among them, aij is an element in the state transition matrix, and bjðOtÞ is an element in the
observation symbol matrix.

Through the frequency spectrum frame mapping program of audio data, each frame of the
signal is composed of only 12-dimensional feature vectors, which greatly simplifies the data of
each frame. The playback time of an audio frame is equal to (length of the frame in bytes)/
sampling frequency. One of the most useful features of this feature vector is that it can encode
the chords contained in a given song. Therefore, two audio frames with similar harmony content
will have the same feature vector. With the help of this feature vector, the correlation between
the feature vectors of two audio frames can be calculated and measure the similarity of the two
audio frames accordingly. Spectrum is the abbreviation of frequency spectral density, which
is the distribution curve of frequency. Complex oscillations are decomposed into harmonic
oscillations with different amplitudes and frequencies, and the graph in which the amplitudes
of these harmonic oscillations is arranged according to frequency is called the frequency
spectrum.

Assuming that the short-term energy of the nth frame of speech signal xnðmÞ is represented
by En, the equation is17

EQ-TARGET;temp:intralink-;e017;116;414En ¼
XN−1

m¼0

x2nðmÞ: (17)

For periodic or random digital speech signals, RðkÞ is defined as

EQ-TARGET;temp:intralink-;e018;116;351RðkÞ ¼ lim
N→∞

1

2 N þ 1

XN
m¼−N

xðmÞxðmþ kÞ: (18)

The width determines the size of the receptive field and affects the accuracy of the network.
The width selection needs to make the sum of the receptive fields of all RBF hidden layers cover
the entire training sample space. To classify the sample space to form n classes, then18

EQ-TARGET;temp:intralink-;e019;116;264σj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
j¼1

½ð~X − ~W1jÞTð~X − ~W1jÞ�2
vuut ; (19)

To make the image key points have strong robustness and rotation invariance characteristics,
it is necessary to determine the direction parameters of the key points according to the gradient
distribution characteristics of the pixels:19,20

EQ-TARGET;temp:intralink-;e020;116;171mðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðLðxþ 1; yÞ − Lðx − 1; yÞÞ2 þ ðLðx; yþ 1Þ − Lðx; y − 1ÞÞ2

q
; (20)

EQ-TARGET;temp:intralink-;e021;116;119θðx; yÞ ¼ tan−1ðLðx; yþ 1Þ − Lðx; y − 1ÞÞ∕ðLðxþ 1; yÞ − Lðx − 1; yÞÞ: (21)

For the continuous HMM, the observation density function is a mixed Gaussian density func-
tion. To determine the number of functions M, if the training data are different, the number of
functions is different. When the amount of training data increases, M also increases, and at the
same time, the amount of calculation increases. The covariance matrix is a full symmetric matrix.
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This paper uses a diagonal matrix, assuming that the dimensions of the parameter vector are
independent of each other. This can reduce the complexity of the calculation and the storage
requirements; the requirements for training data are not high. Using the segmented K-means
algorithm, the obtained state sequence is statistically analyzed.21 It clusters the speech signal
frames into M categories, so the observed value probability B is re-evaluated, and a new model
is obtained. In this class, the covariance matrix and mean vector of the speech signal frame vector
are calculated as the covariance matrix and mean vector of the Gaussian probability density
function of this class, and M Gaussian probability density functions are obtained. The RBF
training recognition process is shown in Fig. 2.

3.3 Song Feature Extraction

To prevent the likelihood function from overflowing, this paper uses logarithmic values to
calculate. The equation is as follows:22

EQ-TARGET;temp:intralink-;e022;116;120δtþ1ðjÞ ¼ fmax
j

½δtðiÞ þ logðaijÞ�g þ log½bjðOtþ1Þ�; (22)

EQ-TARGET;temp:intralink-;e023;116;71δnðjÞ ¼ δnðiÞ∕ϕ: (23)

Fig. 2 RBF training and recognition process.

Cui and Wang: Multimedia music image production combining HMM and song feature tags

Journal of Electronic Imaging 051419-6 Sep∕Oct 2022 • Vol. 31(5)

Re
tra

cte
d



Assuming that the input signal is xðnÞ, the short-time Fourier transform of the signal is
defined as23

EQ-TARGET;temp:intralink-;e024;116;711XnðejwÞ ¼
X∞

m¼−∞
xðmÞwðn −mÞe−jwm: (24)

The DoG equation is as follows:24

EQ-TARGET;temp:intralink-;e025;116;651Dðx; y; σÞ ¼ ðGðx; y; kσÞ − Gðx; y; σÞÞ � Iðx; yÞ ¼ Lðx; y; kσÞ − Lðx; y; σÞ: (25)

3.4 Experimental Data Set

The recommended algorithm program of this experiment is written in Java language. The
recommendation algorithm proposed in this paper mainly implements the model parameter
construction of M-HTR (HMM in MTR algorithm) and the Viterbi algorithm for decoding
problems. The final recommendation algorithm code will be added to the Mahout recommen-
dation framework. The experimental platform uses a Windows10 operating system, 8G memory,
inteli7 processor, and the recommended framework version of Mahout is 0.6.

3.5 Database Selection

The selection of the database is one of the important links of the design experiment, and it plays
an important role in evaluating the performance of the chord recognition system. Different
research teams choose different feature extraction and recognition models, and the resulting
chord recognition rates are also different. At the same time, the difference of the recognition
object will also cause the difference of the recognition result, and there is no comparability
between methods in this way. According to the knowledge of music theory, there are many types
of chords. But in reality, many types of chords are rarely used in Western music. Therefore, this
article only considers the 24 types of chords that frequently appear in music, namely major and
minor. To establish the training sample database, 24 chords were intercepted according to the
chord label file. Each type contains a different number of chord samples, but almost all types of
genres are included. This article first uses dynamic programming to detect the beats of these four
songs and then uses cool editor software to segment the songs according to the detected beat time
position. Finally, a complete song is divided into audio data composed of many chord segments.

3.6 Building M-HTR

Since the user’s rating data are known, the maximum likelihood estimation method can be used
to estimate the parameters of M-HTR. First, the recommendation algorithm will collect the
user’s song playlist, and the order of the songs in the list will be sorted according to the time
the user added the song list. The user’s actions on each song will also be recorded in the model.
When constructing the parameters of the state transition matrix, the algorithm will calculate the
transition times of any two adjacent song feature tags in the user’s collection. Thus, the transition
probability value of each tag state is calculated. It calculates the value of the behavior observation
probability matrix for the behavior actions that contain this label when each kind of label
appears.

3.7 Realizing Song Recommendation Based on M-HTR

When recommending songs to the user’s existing playlist, the user’s song history score can be
divided into several favorite categories (single loop, sharing, like, active playback, listening,
skip) according to the score (1 to 100). According to the sequence of time, the user’s rating
of each song is converted into a favorite category and used as an observation sequence, and
the user’s implicit interest tag is used as the implicit state sequence of M-HTR.
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4 Multimedia Music Image Production Results

In each playlist recorded by the user, the most recently recorded song by the user will be in the
item section of the playlist. Songs closer to the bottom can be presumed to deviate from the
user’s interest. Therefore, the playlist attenuation factor can be set according to the number of
playlist music and the ranking of each song. The display results are shown in Table 1.

Through fields such as playlist attenuation factor, relative song ranking, and song collection
time, users can quantify the score of each piece of music. The resulting user rating information is
shown in Table 2.

“The Bells of Geneva” enters the first phrase of the main melody (bars 5-11 of the whole
song), for example, as shown in Fig. 3. The music score marked “doliss” and the soft tone “una
corda,” the quiet and soft melody opened the prelude to the whole song.25

In this part, it will select the following four authoritative performance versions as the objects
of visualization research. The selected four authoritative performance versions are shown in
Table 3.

Four performers (Barenboim performance version, Pires performance version, Polini perfor-
mance version, and Rubinstein performance version) have performed local rhythm expansion
and contraction here. The relatively free rhythm processing can be felt from the interpretation
of the four performance versions.26 The characteristics of the four performance versions are
shown in Fig. 4.

The HMM algorithm is used to process speech signals. Because of the particularity of the
music signal and the process of averaging in codebook training, canceling the smoothing can

Table 1 Set playlist attenuation factor display results.

Number of album songs Attenuation factor

0 to 10 0.90

10 to 20 0.91

20 to 30 0.92

30 to 40 0.93

40 to 50 0.94

50 to 60 0.95

60 to 70 0.96

70 to 80 0.97

Table 2 User rating information.

User serial number Song number Song recording timestamp

1 595 1333286336

2 586 1336033313

3 627 1306363363

4 23 1303333633

5 61 1336331363

6 63 1336863106

7 595 1636186336

8 586 1333286336

Cui and Wang: Multimedia music image production combining HMM and song feature tags

Journal of Electronic Imaging 051419-8 Sep∕Oct 2022 • Vol. 31(5)

Re
tra

cte
d



Fig. 3 An example of the score of the first phrase (bars 5-11 of the whole song) that enters the
main melody of “The Bells of Geneva.”

Table 3 Four authoritative performance versions selected.

Performer Publish time Album name Record source

Artur Rubinstein 1990 The Chopin Collection: The Noc turnes RCA 89563 (2)

Daniel Barenboim 1999 Chopin: Nocturnes DG 463057-2

Maria-Joao Pires 1996 Chopin: Nocturnes DG 447096-2

Maurizio Pollini 2005 Polilini Chopin :Nocturnes DG 477571-8
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Fig. 4 The characteristics of the four performance versions.
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better meet the requirements of the music signal. The experimental results prove that HMM can
well solve the basic problem of music recognition. The result of HMM algorithm speech signal
processing is shown in Table 4.

The comparison of the HMM algorithm system itself is shown in Table 5.
Among the audio data synthesized from these MIDI music files, the time length of the

classical music data set is 15.3435 h, with 252,588 frame features. The distribution of chords
and keynotes in the classical music data set is shown in Fig. 5.

The time length of the Beatles music data set is 9.4756 h, with the characteristic of 155,889
frames. The distribution of chords and keynotes in the Beatles music data set is shown in Fig. 6.

When testing the chord recognition system, two kinds of music audio are used to test, namely
classical music and Beatles music. The test collection of classical music is Bach’s Prelude in C
major and Prelude in F major. The test collection of Beatles music is the two Beatles songs,
LoveMeDo (C major) and Anna (G major). Classical music and the test music in the Beatles
music test set are not included in the training set of the model. The specific conditions of the
test set are shown in Table 6.

Table 4 Speech signal processing results of HMM algorithm.

Timbre Number of notes Correct number Recognition rate

Piano 61 55 90.2%

Violin 22 22 100%

Oboe 58 58 100%

Total 141 135 95.7%

Table 5 Comparison of HMM algorithm system itself.

Timbre Polyphonic music Polyphonic music

Piano 1 2

Complete system 18% 9.9%

Fenobo 6.2% 17%

No filtering 22% 20%
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Fig. 5 The distribution of chords and keynotes in the classical music data set.
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It uses 20 pieces of music (15 classical music, 5 Beatles music) to test the accuracy of keynote
estimation. This article accurately estimates the accuracy of 20 of the music, and the accuracy
rate is 95%. The accuracy of the pitch estimation of 20 music pieces is shown in Fig. 7.

The postprocessing of multimedia images will project virtual images produced by 3D mod-
eling into the air, creating a virtual scene that looks like an illusion and a real one. There is also a
combination of virtual images and touch screens to experience the fun of interaction in the dream
space composed of virtual and reality. With the help of multimedia image postprocessing, music
visualization can be successfully realized. The principle of multimedia image post-processing is
shown in Fig. 8.

The scenery is a place where one must think about during the shooting of video work.
It is usually divided into five categories: long-range, panoramic, medium-range, close-up, and
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Fig. 6 The distribution of chords and keynotes in the Beatles music data set.

Table 6 Details of the test set.

Timbre Test music Keynote Number of frames

Classical music Bach Prelude in C Major C major 478 frames

Bach Prelude in F Major F major 353 frames

Beatles music Anna C major 1072 frames

Love Me Do G major 810 frames
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Fig. 7 20 accuracy of pitch estimation for a piece of music.
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close-up. The classification of these five scenes has its different screen structure. For example, in
the image design of Taosi Earth Drum, the introduction of the Loess Plateau, the Yellow River
Basin and the environment. It needs to use a long-range or panoramic lens to show the full
picture of the environment and also highlights the majestic and magnificence of the Yellow
River Basin. The display of different scenes during the shooting of music images is shown
in Fig. 9.

5 Discussion

The specific research work of music iconography mainly starts from the history of musical
instruments, the history of performance, the life of musicians, and related video materials. It
can also be directly applied to the study of stringed music, with the history of stringed instru-
ments being the focus of the study. It searches for information from texts, paintings, bipaintings,
and other aspects, combined with the textual verification of music-related characters and events
in the history books, gradually establishes the vertical development context of stringed instru-
ments and music history, and gradually enriches it on the cross-section. This has a very important
role in promoting the development and maturity of music history. From the aspect of historical
research, music culture is regarded as an important aspect, which supplements an important part
for enriching the development of string music. Judging from these historical data, the rapid
development history of music iconography is traceable. Our research focus in the field of music
research can be adjusted and changed promptly as the theoretical data changes in different
periods.27

Fig. 8 The principle of multimedia image postprocessing.

Fig. 9 Display of different scenes during the shooting of music images (part of the picture comes
from Baidu).
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According to the available data, the concept of the subject of iconography is not determined
all at once. In the long-term development, it gradually emerged from the history of art. The
development of Chinese music iconography as an independent subject began in the 20th century.
Under the influence of foreign music iconography, it has absorbed the beneficial factors, com-
bined with the actual situation of Chinese music culture investigation and gradually formed its
characteristics. Although the subject theory of Chinese music iconology has matured relatively
late, the work of using images to explain music culture in the history of Chinese music has
already begun.28

The history of music visual communication design involves many fields, such as the evolu-
tionary history of music storage media, the history of packaging, the history of poster design, and
the history of the development of music media. The main research goal of this paper is the visual
communication design language of music. Therefore, the development and evolution of music
visual communication design and the form of music communication are not discussed too
much.29

This research will focus on the aesthetics and dissemination of Chinese music in society
under visual culture. It analyzes the current situation, information feedback, and specific
aesthetic value of the visual communication of Chinese music from the perspectives of inter-
pretation of the communication form, meaning generation, and power operation. Therefore, the
research object set has the characteristics of visual culture, musicology, and communication
in connotation. In addition, this characteristic will permeate various musical activities in the
medium. It is connected with the audience’s music acceptance and social feedback and then
outlines the current visual landscape of Chinese music communication.30

6 Conclusion

From a disciplinary point of view, Chinese music history is often described as “dumb music
history.” This is due to the problem of acoustic fracture caused by the loss of a large number
of ancient music scores. In this case, sorting out many images of ancient musical instruments in
the world so the context of the musical instruments is displayed in front of readers is a way to
make up for it. The accuracy and authenticity of music images are often affected by the style and
randomness of the painters. How to conduct empirical comprehensive combining of such images
is also an aspect that this article attempts to discuss. The classification of music images varies
according to different provinces, and there is no clear classification standard. The continuous
update and development of science and technology make music iconography adapt to it in terms
of the research scope, research methods, and research methods and apply the advantages of
multimedia music image technology to the collection, storage, dissemination, and research not
only conform to the development principle of things but also will be the trend of future develop-
ment and make due the contributions to the protection of human cultural heritage.
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