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This is the second offering of theOptical Engineering
special section on sensor fusion, a field that has contin
to experience significant growth during the past year. T
response to the call for papers was more enthusiastic
last year, which is a reflection on the success of the
special section@Optical Engineering, Vol. 35~3!, March
~1996!# and the ensuing increased awareness of this
enue within the sensor fusion community. True to for
as the deadline approached, requests for extensions
in and the effective cut-off date started slipping. Howev
with a flexible carrot and stick approach, we are happy
note we are bringing out the sensor fusion special sec
on schedule, covering some of the excellent research
ried out recently in this field.

This special section, a collection of 17 papers from
United States, Canada, and Australia, covers a br
range of sensor fusion related topics, with multisens
multitarget tracking being the most predominant, signi
ing its importance to the defense community and the c
sequent funding support. Most of the studies fall und
one or more of the three basic facets of the field, nam
architecture, algorithms, and applications. The collect
starts with a study by Dasarathy that presents and
cusses alternative architecture for fusion of decisio
from sensors with limited decision capabilities. The tra
tional role of the fusion processor in multiclass decisi
environments has been to combine and exploit
complementary nature of information available from t
sensors across the entire set of decision choices. In
study, a significantly different role of the fusion proce
sor, in terms of combining information from sensors th
may individually be limited to specific decision choice
only, is explored. Architectures designed to exploit th
scenario are analyzed to determine their optimal doma
of application.

The second paper, by Rao, presents the Nadar
Watson estimator in its new role as a generic tool
sensor fusion in environments, wherein the underly
sensor fusion error densities are unknown, but suffici
information in terms of training samples are availab
The study starts with a detailed theoretical treatise
the Nadaraya-Watson estimator, setting it within t
sensor fusion framework, followed by two examples th
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illustrate the performance of the estimator relative
nearest neighbor and neural network approaches.
study concludes with specific suggestions for future
search.

The next study, by Bosse´ and Roy, offers a Dempster
Shafer~evidential reasoning! approach to the problem o
fusion of target identity information obtained from d
verse sources. The problem is defined in the contex
naval warfare, wherein the decision makers require
‘‘best estimate’’ knowledge of both ‘‘where it is’’ and
‘‘what it is’’ type of information, followed by intent or
behavioral data. This study, however, addresses just
limited objective of ‘‘what is it.’’ A detailed discussion o
the problem environment is presented followed by a
view of the Dempster-Shafer theory and an assessme
the associated computational complexity. An example
included to illustrate the methodology.

The fourth presentation, by Samarasooriya and Var
ney, employs the other popular approximate reasoning
proach, namely fuzzy logic, for tackling the problem
decentralized signal detection in the presence of addi
noise. The sensor measurements are deemed to be im
cise and thus necessitating and justifying the use of
proximate reasoning tools. The observation space is
fined by fuzzy partitions. The study first defines th
concept of fuzzy information systems and develops
decentralized hypothesis testing within this context.
discussion of the associated data compression issue
also presented. An experimental comparison with a tra
tional crisp logic based fusion process would have be
beneficial in proving the efficacy of the proposed a
proach in a practical environment.

The next study, by Dasarathy, combines elements
the previously mentioned two subcultures of approxim
reasoning, namely evidential reasoning and fuzzy logic
address the twin problems of target identity and track
sion. The method is more heuristic and less analyti
than the previous study, but demonstrates its effectiven
through application to real-world data from multip
ground based sensors~radars!. The real-world example
not only shows quantitatively the benefits of fusion
information from multiple sensors, but also brings out t
potential for recovery from initial sensor errors that
629Optical Engineering, Vol. 36 No. 3, March 1997
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unique to the fuzzy evidential reasoning approach in c
trast to traditional crisp fusion logic.

The sixth paper, by Chang and Fung, also addres
the problem of target identification in conjunction wi
the tracking problem. The algorithms employ Bayes
networks, an approach that should by now be familiar
those who have followed the earlier studies of these
thors. The proposed methodology integrates the mo
based target identification process with the multiple h
pothesis tracking~MHT! approach. The intended applica
tion involves two types of sensors, electronically scann
radar~ESA! and an infrared search and track~IRST!.

The next contribution, by Sundareshan and Amoo
gar, is an expose´ on the use of neural networks for trac
fusion. The study offers a system architecture that co
bines the fusion function of a neural net with the tracki
function of a Kalman filter. Some examples are includ
to bring out the details of the implementation and illu
trate its effectiveness.

The eighth study of the set, by Ding and Hong, is on
again a study of the multisensor/multitarget tracking pro
lem. Both static and dynamic models are considered.
study envisages multiple platforms for the multiple se
sors, which also brings into consideration communi
tions aspects of the fusion process. The interacting m
tiple model~IMM ! algorithm is chosen among the man
available choices. Computer simulation of a tw
dimensional single target tracking problem is offered
bring out the differences in the performance and com
tational complexity of the static and dynamic approach
The communication needs, however, are nearly the s
for both algorithms.

The ninth paper, by Mohandes, Bogner, and Bouz
doum, deals with the problem of track association for
sion of information from three over-the-horizon rada
Two alternative methods of feature extraction, the fi
based on Hough transforms, and the second based
track affinity measures, are investigated, the latter sh
ing significantly less error rates. In each case, both ne
net and classical decision approaches are employed
the classification task, and comparative results are
nished.

The next study, by Li, Leung, and Blanchette, al
employs Hough transforms as one of the alternatives
track initiation. The other is a multisensor logic bas
approach. The former is a batch technique while the la
is a sequential one. Both these approaches are exte
here to the multisensor environment. The performance
the proposed system is investigated using both simula
as well as real-world radar data. The real-world data
used to demonstrate the benefits of fusion of data fr
multiple sensors.

Following this collection of target tracking studies is
pair of studies dealing with some aspects of image d
fusion. The first of these, by Kinser, employs puls
coupled neural networks~PCNN! for performing fusion
of information within multiple images from the viewpoin
of target detection. The study first offers a brief review
PCNN and fractional power filters~FPF!, a composite
Fourier filter that is the other component of the propos
image fusion system. Included is an example illustrat
pictorially the solution obtained for an interesting targ
30 Optical Engineering, Vol. 36 No. 3, March 1997
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detection problem, namely, an ice cream cone in a chi
hand.

The twelfth study, the second image fusion related
per, by Sims and Phillips, offers a thorough relati
evaluation of three image data fusion algorithms pre
ously reported in the literature by other researchers. T
relative assessment effort leads to a new alterna
implementation as well. The effect of target signatu
variation on each of these methods is also studied an
new distortion metric is offered.

The next one in this series, by Smith and Nandha
mar, addresses a significantly different facet of fusion
relevance to computer vision. The study offers four tok
based, rigid body structure from motion~SFM! algorithms
modified to recover structure from nonrigid motion usin
temporal fusion concepts. Results obtained by using sim
lated imagery are included to assess the performanc
the modified algorithms.

The fourteenth offering, by Brooks and Iyengar, de
with the problem of fusion of time critical readings fo
dynamic distributed sensor fusion involving competiti
sensors. The challenge lies in real-time interpretation
conflicting readings from the competing sensors in
context of sensor noise. A formal problem description
first presented, followed by details of the approach an
simulation exercise in terms of a target tracking proble
The study concludes with a comparison of the propo
method with weighted average, Kalman filter, Bayes
interface, and Dempster-Shafer inference, from conc
tual as well as computational viewpoints.

The next study, by Zhou, Leung, and Bosse´, tackles the
problem of registration of multiple mobile sensors usi
yet another variant to the well-known Kalman filter. Th
variant, called the parallelized extended Kalman fil
~EKF! is described, followed by some computer simu
tions to bring out the effectiveness of the propos
scheme.

The fifteenth paper, by Harney, describes an inform
tion based approach to the twin problems of performa
estimation and optimal allocation of requirements amo
sensors. This multisensor fusion problem is defined in
context of a target recognition task, and the study offer
set of heuristics based on the long-standing Johnson’s
teria used for characterizing information content with
imagery data. The resulting methodology is extended
assess performance of multiple sensors and the pote
for sensor selection and requirements allocation is d
cussed.

The last one, by Wann and Thomopoulis, describes
application of a self-organizing neural network, Dignet,
the problem of data fusion in a multiradar environme
with three nearly colocated radars for target detecti
The neural net is used first for performing feature lev
clustering, and the results thereof are fed into a fus
neural network. The paper starts with a brief descript
of the Dignet, followed by details of its adaptation
the data fusion function and the associated two-st
architecture. Its application to the radar data fusion pr
lem along with some experimental results are also p
sented.

Thus, the papers selected for this special section sp
wide array of architectures, algorithms, and applicatio
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dealing with different aspects of the exploding field
sensor fusion. It is interesting to note in this context th
the review process gives the editor a chance to person
experience the role of a central fusion processor in try
to fuse the information/decisions from the local proce
sors~otherwise known as the unsung anonymous revie
ers!, which are sometimes conflicting~more often than
one would like! and always at different levels of detai
Most of these conflicts in review opinions have been
solved by the fusion processor editorially in favor of t
authors, giving them the opportunity to rebut and/or
vise the manuscripts accordingly.

It gives me great pleasure to announce that based
the success of this effort, the next special section inOp-
tical Engineeringon sensor fusion is being planned f
February 1998 and I look forward to contributions fro
the journal’s readership. The call for papers and sched
appears in theOptical Engineeringeditorial schedule. I
would also like to take the opportunity to invite the rea
ers to the SPIE conference on sensor fusion being hel
part of the SPIE 11th Annual International Symposium
Aerosense during April 20 through 25, 1997, in Orland
Florida.

On behalf ofOptical Engineeringand myself, I would
like to express our appreciation to the authors for th
contributions and acknowledge the reviewers for their
valuable help and dedication to making this a truly wor
while addition to the sensor fusion literature. On a mo
personal note, I would also like to thank Professor Br
Thompson for giving me the opportunity to bring out th
special section on sensor fusion. My thanks are also
to Mr. Tom Baumbach, Executive Vice-President, Dyn
ics, Inc., for the logistic support and encouragement
these professional activities.
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Belur V. Dasarathy is a senior principal
engineer at Dynetics, Inc., in Huntsville,
Alabama. He is currently engaged in re-
search and development in the areas of
sensor fusion, pattern recognition, fuzzy
logic, neural nets, and related topics in
the field of artificial intelligence for the
design and development of automated
intelligent decision systems as applied to
a broad spectrum of multitarget/
multisensor environments arising in a

variety of strategic and tactical DoD problems. His experience
spanning more than two decades includes NASA and other
civilian/commercial applications as well. Previously, as Senior
Technical Manager at Intergraph Corporation, he was responsible
for the design and development of their first commercial symbol/
character recognition (SCR) and image processing
(IDEALS) systems as well as target recognition system (TARECS)
for MICOM. He earned his PhD in engineering from the Indian
Institute of Science, Bangalore, India, where he later served as a
founding faculty of the School of Automation. His other profes-
sional associations include Southern Methodist University, Dallas,
Texas, and Computer Sciences Corporation. He has also served
as an adjunct professor at the University of Alabama in Huntsville.
He was recognized as the Outstanding Engineer of the Year by
the IEEE Huntsville Section in 1996 and was honored as the Pro-
fessional of the Year by the Huntsville Association of Technical
Societies in 1994. He is a senior member of the IEEE. He was
recently appointed to the IEEE Computer Society Advances Edi-
torial Board. He has more than 150 publications and is the author
of three IEEE Computer Society press books: Nearest Neighbor
(NN) Norms; NN Pattern Classification Techniques, Decision Fu-
sion and Image Data Compression; and Block Truncation Coding.
He is the organizing chair for the upcoming conference in April
1997 on sensor fusion for SPIE. He served the IEEE Huntsville
Section as its chair during 1992 to 1993 and in other capacities in
prior years. His biographical listings include Who’s Who in Com-
puter Graphics, Marquis 1984; Personalities of the South, Ameri-
can Biographical Institute, 1986; Who’s Who in Technology Today,
Dick Publishing 5th Edition; Who’s Who in the South and South-
east, 22nd Edition, 1991; and the Official Registry of Who’s Who of
American Business Leaders, 1991.
631Optical Engineering, Vol. 36 No. 3, March 1997


