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Abstract. Dermally implanted luminescent sensors have been pro-
posed for monitoring of tissue biochemistry, which has the potential to
improve treatments for conditions such as diabetes and kidney failure.
Effective in vivo monitoring via noninvasive transdermal measure-
ment of emission from injected microparticles requires a matched op-
toelectronic system for excitation and collection of luminescence. We
applied Monte Carlo modeling to predict the characteristics of output
luminescence from microparticles in skin to facilitate hardware de-
sign. Three-dimensional, multiwavelength Monte Carlo simulations
were used to determine the spatial and spectral distribution of the
escaping luminescence for different implantation depths, excitation
light source properties, particle characteristics, and particle packing
density. Results indicate that the ratio of output emission to input
excitation power ranged 10−3 to 10−6 for sensors at the upper and
lower dermal boundaries, respectively, and 95% of the escaping emis-
sion photons induced by a 10-mm-diam excitation beam were con-
fined within an 18-mm circle. Tightly packed sensor configurations
yielded higher output intensity with fewer particles, even after lumi-
nophore concentration effects were removed. Most importantly, for
the visible wavelengths studied, the ability to measure spectral
changes in emission due to glucose changes was not significantly
affected by absorption and scattering of tissue, which supports the
potential to accurately track changes in luminescence of sensor im-
plants that respond to the biochemistry of the skin. © 2010 Society of
Photo-Optical Instrumentation Engineers. �DOI: 10.1117/1.3374180�

Keywords: Monte Carlo; biosensors; luminescence; glucose sensing; microparticles;
tissue optics.
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Introduction
he development of a noninvasive glucose sensor to facilitate
atient monitoring of blood sugar levels is being pursued by
undreds of research groups worldwide. Various minimally
nvasive biosensors, particularly those based on fiber-optic
robes, have shown great potential using the highly sensitive
uminescence approach.1–8 These devices generally employ a
robe consisting of a luminescence chemical assay immobi-
ized within a selectively permeable membrane at the tip of an
ptical fiber. However, these optodes are still invasive during
easurements and have not been proven to meet the stability

r reliability requirements for long-term in vivo functionality.9

ermally implanted luminescence-based microparticle bio-
ensors are attractive alternatives, as the detachment of sens-
ng chemistry from the fiber tip enables completely noninva-
ive monitoring in vivo.10–14

We have previously reported several different luminescent
hemo-optical transducer platforms that may meet the needs
f such implantable biosensors; these include examples of

ddress all correspondence to: Mike McShane, Associate Professor, Biomedical
ngineering, Texas A&M University, College Station, Texas 77843-3120. Tel:
79-845-7941; Fax: 979-845-4450; E-mail: mcshane@tamu.edu
ournal of Biomedical Optics 027011-
glucose sensors based on self-assembled hybrid micropar-
ticles and microcapsules.15–19 One of these systems relies on
the enzymatic oxidation of glucose catalyze by the glucose
oxidase enzyme, which consumes oxygen as a cosubstrate,
immobilized within the particles. Under the proper conditions,
which the particles have been engineered to provide, the oxy-
gen inside each particle is depleted in proportion to glucose
concentration, a property that can be monitored optically us-
ing long-lifetime phosphors that are strongly quenched by
oxygen. Thus far, reaction-diffusion modeling and in vitro re-
sults suggest that these sensor systems can achieve adequate
sensitivity, reliability, and longevity for long-term monitoring
in vivo.19–23

To deploy and interrogate luminescence-based dermally
implanted sensors in vivo for on-demand monitoring, a num-
ber of key technical hurdles must be overcome. The particles
must be engineered to be biocompatible and stable and to
produce signals strong enough for transdermal measurements.
Assuming that this can be accomplished, it is also necessary
to design a matched optoelectronic system for efficient deliv-
ery of excitation, collection, and analysis of luminescence re-

1083-3668/2010/15�2�/027011/13/$25.00 © 2010 SPIE
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ponse. This latter task is the subject of this report.
To assess the sensor performance in an implantation envi-

onment and to optimize the sensor configurations, it is nec-
ssary to evaluate how various tissue, particle, and particle
istribution characteristics affect the measurement perfor-
ance. These aspects include the size and tissue concentration

f microparticle sensors, particle implantation depth, and scat-
ering and absorption of light by tissue. Intuitively, one would
xpect implantation depth to influence the measurability of
uminescence, because optical signal attenuation is propor-
ional to the path length of photon propagation. One might
lso anticipate that tissue scattering and absorption will result
n distortion of spectral information from implants, due to the
avelength-dependent nature of tissue optical properties. The

ize of implants will affect the luminescent intensity, due to
hanging probability of excitation, whereas the particle con-
entration may result in different spectral distortions from tis-
ue due to different spacing between particles. Last, for the
esign of an efficient system for collection of escaping lumi-
escence, it is also critical to determine the spatial distribution
f escaping luminescence.

Simulations can be of immense value in modeling this situ-
tion, allowing insight into the key parameters affecting es-
aping luminescence and guiding the design process. Monte
arlo modeling has been applied to simulate light propagation

n tissues for nearly two decades.24 As a computational mod-
ling tool, Monte Carlo can facilitate understanding of light
istribution in tissues, as well as validation of analytical mod-
ls of light transport.25 A large number of studies have em-
loyed Monte Carlo simulations to assess the effect of exci-
ation and emission geometries, sample dimensions, and
bsorption and scattering coefficients of sample
uminescence.26–34 Monte Carlo has also been employed to
nvestigate the relationship between the luminescence origi-
ating from different layers within the tissue and the observed
ulk-tissue luminescence spectrum.35–38 In a previous study,
e introduced the use of Monte Carlo to model the transport
f light through human skin and interaction with a subcutane-
us �e.g., implanted� luminescent sensing layer; in this work,
sensitivity study was performed to elucidate the effects of

hanging of optical properties and tissue and sensing layer
haracteristics on the escaping luminescence.9 While these
revious studies have given insight into the key parameters
ffecting the observation of light produced by luminescent
mplants, two issues with these previous studies limit their
road applicability: �1� the restriction to flat �slab�, uniform
homogeneous in x-y plane� geometries, and �2� a single pair
f excitation and emission wavelengths. These studies fall
hort of describing real microparticle-based systems with
roadband emission relevant for sensing, and the information
btained is therefore insufficient for the design of an optical
ystem to be employed for in vivo measurement. Instead, the
nteraction between light and skin as well as implanted micro-
article sensors is more accurately modeled with 3-D, multi-
avelength Monte Carlo simulations. Reference 39 analyzed

he consequences of assumption of a homogeneous model.
he authors concluded that the homogeneous model tended to
e attenuated more than the discrete absorber models, which
ntensified the necessity of using 3-D modeling. OptiCAD, a
ecently released commercial package allowing Monte Carlo
ay tracing, has enabled this 3-D modeling work.
ournal of Biomedical Optics 027011-
In this work, Monte Carlo ray tracing was applied to pre-
dict the characteristics of luminescence escaping from tissue
containing implanted microparticle sensors. The properties of
the implanted particles �depth, size, spacing, spectral features�
and the light source diameter were varied to determine the
effects of these parameters on emitted light. The relative out-
put power, spectral information, and the spatial distribution of
escaping luminescent emission were estimated and compared.
The findings from these modeling studies support the poten-
tial of in vivo measurement using implanted microspheres and
have facilitated the design of hardware that is now being
implemented for in vivo experiments.

2 Materials and Methods

All simulations were performed using OptiCAD v10.033Q
and v10.033T �OptiCAD Corp., Santa Fe, New Mexico�,
which performs statistical ray-tracing based on Monte Carlo.
The program is able to simulate wavelength-dependent scat-
tering, absorption, and luminescence with a maximum of six
wavelengths each for excitation and emission spectra. The
OptiCAD environment enables 3-D realistic simulation of
light propagation in models of tissue with integrated micro-
particles.

2.1 Description of Simulation System

2.1.1 Description of skin models

A four-layer skin model �Fig. 1� was generated from an eight-
layer model used by Zeng et al.37 to mimic the anatomical
structure and optical properties of skin. The eight-layer model
was simplified into a four-layer model comprising one layer
above the reticular dermis, a reticular dermis layer, a layer
below the reticular dermis, and a subcutaneous fat layer. Our
interest lies in the reticular dermis �270 �m to 1770 �m�,
where the microparticle sensors are intended to be introduced
and retained in the tissue much like cosmetic dermal-filling
agents or tattoos.40 We assumed that all of the skin layers
above or below the reticular dermis were homogeneous. The
four-layer model was designed as a disk of 4-mm height and
30-mm diameter; this radial �lateral� extent of each layer was
sufficient to be considered infinitely large compared to the
size of the excitation light source and sensor models. The
wavelength-dependent absorption and scattering coefficients,
scattering anisotropy, and refractive index were extracted
from multiple sources based on a review of the literature on
tissue optical properties.37,41,42 The optical parameters of the
four-layer model were calculated as a weighted average by
adding the products of the optical parameters of the eight-
layer model and the corresponding volume factors according
to their volume contributions to each layer of the four-layer
model.37,43 For example, the calculation for the optical param-
eters of deep dermis in the four-layer model can be expressed
as in Eq. �1�:
March/April 2010 � Vol. 15�2�2
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g�LBP� g�Dermis�
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� �

Vol�LBP�
Vol�Deep Dermis�

Vol�Dermis�
Vol�Deep Dermis�

� . �1�

he calculated average optical properties for each layer in the
our-layer skin model at the seven wavelengths of interest
sed in the simulation are given in Table 1.

.1.2 Description of microsphere sensor models
he sensors were assumed to follow our previous work on
icroparticle sensor engineering, where the spheres contain

latinum octaethylporphine �PtOEP� and rhodamine isothio-
yanate �RITC� as indicator and reference dyes,
espectively.19,22 Briefly, glucose oxidase and PtOEP were im-
obilized inside of porous microparticles, which were then

oated with diffusion-limited nanofilms tagged with RITC.
sing a green LED for excitation and a fiber-optic spectrom-

ter with a bifurcated fiber bundle, the emission of micropar-
icles attached to a microscope slide within a flow-through
hannel was measured during exposure to phosphate buffers
ontaining different glucose concentrations �flow rate:
mL /min; oxygen concentration: 277 �M�. Spectra col-

ected at 0, 50, 100, 150, and 250 mg /dL were recorded for
se in this theoretical study.

The luminescence properties of the microsphere sensors
re shown in Fig. 2. The absorption coefficient �11.16 mm−1�
as calculated from the molar extinction coefficient of PtOEP

t 540 nm, assuming a uniform concentration of 10 nM in-
ide the particles �determined experimentally�, while scatter-
ng internal to the spheres was neglected.20 A refractive index

ig. 1 Eight-layer model and four-layer model. Stratum corneum �SC,
0 �m�, epidermis �ED, 80 �m�, papillary dermis �PD, 100 �m�, re-

icular dermis �RD, 1500 �m�, and dermis �160 �m� all have the
ame optical properties in the model. Upper blood plexus �UBP,
0 �m�; lower blood plexus �LBP, 70 �m�; subcutaneous fat �2 mm�
ad only refractive index �1.46� in these two models. SC+EP+PD
UBP=upper dermis �270 �m�; RD=dermis �1500 �m�; LBP
dermis=deep dermis �230 �m�.
ournal of Biomedical Optics 027011-
of 1.5 was assumed for the particles, based on their silicate
nature. As the size of the particles is an experimentally con-
trollable variable that affects sensor response as well as host
response, this parameter was also varied in the simulations to
reveal the effects of particle size on emission properties.

In this study, the implanted sensors are modeled as
“patches” comprising uniform microspheres positioned within
the “dermis” of the four-layer model; the microspheres were
assumed to be hexagonally packed into a cylindrical slab.
Since the particles can be engineered to have different size,
and the in vivo packing density can be varied to a degree by
controlling the injection concentration, the diameters of mi-
crospheres and center-to-center spacing for adjacent spheres
�Table 2� were varied from 20 �m to 100 �m to observe the
influence of these parameters on escaping emission signal. We
note that, in reality, one has very little control over the final
particle distribution in tissue; however, our studies were
aimed at identifying the potential negative consequences of
uneven or inconsistent distribution on collection of emission.

2.1.3 Description of Monte Carlo 3-D modeling
system

An example of the entire total simulation system is illustrated
in Fig. 3, including the geometric layout and the excitation
source at normal incidence relative to the skin surface. The
CAD models the sensor spheres embedded within the skin
model; thus, the optical properties of the tissue surrounding
and between the spheres were the same as those of the skin
model. Each sphere was modeled as an independent object
embedded in the skin model, and the set of spheres was ar-
ranged into a cylindrical array with different packing effi-
ciency.

To simulate luminescence emission escaping from the sur-
face of the skin, one excitation wavelength �540 nm� and six
discrete emission wavelengths �570, 585, 620, 635, 645, and
665 nm� were selected from the excitation and emission spec-
tra of sensors to capture the key features �Fig. 3�. In the simu-
lations, excitation light undergoes absorption and scattering
while traveling through the superficial tissue before striking a
sphere. Once the excitation photons enter a sphere, lumines-
cence occurs with isotropic directionality. The luminescence
inside a sphere is generated along each excitation ray accord-
ing to a randomized distance, sampled from a uniform distri-
bution with an average step size between luminescence events
that was specified as the radius of the sphere. The total lumi-
nescent illumination at each step for each excitation and each
emission wavelength is calculated using Eq. �2�:

Efluorescence = E0 · exn · emm · �1 − exp�− �an
· path�� , �2�

where E0 is the excitation energy at the previous step, exn is
the excitation factor that is the quantum yield at excitation
wavelength n; emm is the emission factor for emission wave-
length m that is normalized from emission spectrum; �an

is
the absorption coefficient of the sphere for excitation wave-
length n; and path is the random step size inside the sphere.
The optical properties of skin models and sensor models at
each of the emission wavelengths �570 nm, 585 nm, 620 nm,
635 nm, 645 nm, and 665 nm� were specified �Table 1� to
track the emitted luminescent photons.
March/April 2010 � Vol. 15�2�3
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The luminescent light emitted by a sphere, once it escapes
he sphere, will undergo further absorption and scattering in
he skin model. When rays are incident upon an interface
etween tissue and surface of another sphere, reflection oc-
urs. Since the absorption coefficient of spheres is high, the
uminescence emission from a sphere tends to emit more from
he surface than that from the inner space. Moreover, since the
xcitation light comes from the top of the skin model, the
mission tends to be more from the sphere surfaces closest to
he skin surface. The luminescent emission rays propagating
hrough the skin model and finally escaping from the surface

Table 1 The optical properties for each layer o
lengths used in simulation.

Wavelength
�nm�

SC+EP+Derm+UBP

540

570

585

620

635

645

665

Wavelength
�nm�

Derm with 0.2%
blood

540

570

585

620

635

645

665

Wavelength
�nm�

LBP+Derm

540

570

585

620

635

645

665

Subcutaneous fat 540–665
ournal of Biomedical Optics 027011-
of the skin model were collected by a photon capture film
detector, which recorded the energy and location information
of every escaping ray hitting the film. Below the photon cap-
ture film, an ideal long-pass filter was attached to remove all
excitation light from the captured rays. The collimated exci-
tation light source was perpendicular to the surface of the skin
model and was placed directly below the long-pass filter. The
photon capture film and the long-pass filter were placed above
the surface of the skin model. The distance between the pho-
ton capture film and the surface of the skin model was small
enough to ensure that the film would capture all the escaping

ur-layer skin model at each of the seven wave-

�a
�mm−1�

�s
�mm−1�

g

0 2.53 47.30 0.77

0 2.41 45.76 0.77

0 1.80 44.73 0.77

0 1.35 42.70 0.77

0 1.35 42.31 0.77

0 1.36 42.02 0.77

0 1.39 41.78 0.77

�a
�mm−1�

�s
�mm−1�

g

0 0.55 46.01 0.77

0 0.54 44.51 0.77

0 0.48 43.01 0.77

0 0.44 40.42 0.77

0 0.43 40.27 0.77

0 0.42 40.17 0.77

0 0.41 40.02 0.77

�a
�mm−1�

�s
�mm−1�

g

8 9.12 47.10 0.83

8 8.57 46.01 0.83

8 3.48 44.92 0.83

8 0.42 43.03 0.83

8 0.40 42.92 0.83

8 0.39 42.85 0.83

8 0.37 42.74 0.83

6 — — —
f the fo

n

1.4

1.4

1.4

1.4

1.4

1.4

1.4

n

1.4

1.4

1.4

1.4

1.4

1.4

1.4

n

1.3

1.3

1.3

1.3

1.3

1.3

1.3

1.4
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ays. Thus, the photon distribution on the film is an accurate
epresentation of the predicted escaping photon distribution
n the surface of the skin model.

Although our microsphere models were not really homo-
eneous, they were uniformly packed; moreover, the diffusion
rea of the unit excitation light in the dermis layer was much
arger than the cross-sectional area of a unit sphere. Therefore,
he output from a narrow incident beam was considered as the
mpulse response, and convolution was performed to obtain
he output response from larger light sources. This approach
as validated by comparison of the convolution results and

he direct simulation results. The output intensity–spatial dis-
ribution of convolution �unit light=10,000 rays� results and
imulation �12,738 rays /mm2� results have no significant dif-
erence �p-value=0.9094, paired t-test�. In OptiCAD, the
ight source size could not be defined as a pencil beam with
nfinitely small size, so we used 2-D convolution rather than
-D convolution. The unit light source was defined as a
00 �m�100 �m square, and then the corresponding simu-
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ig. 2 Excitation and emission spectra of sensor particles, as well as
pectral properties of a model light source �green filter�. For the ab-
orption spectrum shown, �PtOEP� is 10 nM. Blue circles and num-
ers indicate the wavelengths selected for the simulation. �Color on-

ine only.�

able 2 Geometric parameters of the six microsphere sensor models
sed in simulations. The sensor names in the simulations are
100S100, D60S100, D20S100, D60S60, D20S60, and D20S20,
here the values following the D and S correspond to the diameter
nd the center-to-center spacing between two adjacent spheres for
ach case given below, respectively.

D ��m� S ��m� Packing efficiency

100 100 74.05%

60 100 15.99%

20 100 0.59%

60 60 74.05%

20 60 2.74%

20 20 74.05%
ournal of Biomedical Optics 027011-
lation output was convolved with a larger light source profile.
For this work, the light source was considered to be a flat
circular incident beam �top-hat� centered at the origin. It con-
tained 10,000 to 4 million rays with varying light source sizes
to achieve acceptable variances.

2.2 Simulation Methods

2.2.1 Assessment of excitation fluence
In some simulations, we assumed that the skin model and the
sensor model are infinitely large compared to the unit light
source �100 �m�100 �m square�. To justify this, as well as
to determine a reasonable dimension for each 3-D model, the
depth-dependent spatial distribution of excitation fluence in
the skin model was investigated. The problem was broken
into two parts: �1� determining the irradiance distribution of a
unit excitation light for different depths in tissue; and �2� de-
termining the circular areas that confine different fractions of
unit excitation radiant power at different depths in skin model.
To extract this information, the skin model was broken up into
a series of sections with increasing thickness, and a photon
capture film was positioned at the bottom of every skin model
section to capture all the exiting excitation light after under-
going absorption and scattering. �The backscattering light
reaching each depth from the deeper depth was ignored in
these models.� In this situation, the refractive index of the skin
model and that of ambient were matched to eliminate the total
internal reflection. Thirty simulations were performed in trip-
licate for each of 30 different depths in the skin model, start-
ing at 30 �m �close to the upper boundary of upper dermis�

Fig. 3 Scheme of simulation system, indicating relative position of
excitation light source, implanted luminescent sensing microparticles,
and photon capture film. The long-pass filter below the photon cap-
ture film is to block scattered excitation light. The distance between
the photon capture film and the surface of skin model is 10 �m, and
that between the long-pass filter and the surface of skin model is
9.8 �m. Although not shown here, the lateral extent of the skin model
and the photon capture film �30 mm� was much larger than the sensor
patch size in all cases �1.2 to 6 mm�.
March/April 2010 � Vol. 15�2�5
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nd moving to 2 mm �close to the lower boundary of deep
ermis�. In each simulation run, 90,000 rays were used.

.2.2 Effects of varying implantation depths
o implement in vivo measurement, it is possible that the

mplantation depth will be difficult to control with high pre-
ision; it is likely that particles will be distributed over differ-
nt depths in the tissue. Thus, an assessment of measurability
ersus implantation depth is essential to understand the poten-
ial quantitative impact of this practical issue on emission. For
hese simulations, a single layer of tight-packed sensors
00 �m in diameter with 100 �m center-to-center spacing
D100S100� was used. According to the assessment of spatial
istribution of excitation fluence in the skin model, the sensor
atch was set to be 6 mm in diameter �3260 spheres� to en-
ure that the sensor patch size is much larger than that of the
nit input light source �100�m�100 �m square�. This was
erified, as described in Sec. 3.1. The absorption coefficient at
40 nm of microparticle sensors was kept at 11.16 mm−1,
ssuming a uniform concentration of PtOEP �10 nM�. The
epth of the sensor patch was varied from 400 to 1700 �m,
alues representative of typical values for the upper and lower
oundaries of the dermis layer. Fourteen simulations were
erformed for each of 14 depths over this range, and each
imulation was repeated three times.

.2.3 Spatial distribution of escaping luminescence
o design a highly efficient matched optical system for exci-

ation delivery and emission collection, it is necessary to in-
estigate the spatial distribution of the output signal. Using
he simulation results for depth-dependent simulations with
he 100 �m�100 �m unit light source in the previous sec-
ion, 2-D convolutions were performed to estimate responses
o a large flat circular light source with the diameter ranging
rom 1 mm to 10 mm. Convolution was performed with

ATLAB.

.2.4 Investigation of absolute luminescence
response versus different sensor models

o maximize the luminescence output and minimize the num-
er of microparticles and amount of dye for in vivo implanta-
ion, it is critical to assess the luminescent output for different
ensor configurations and dye distributions. This task can be
roken into three steps:

1. Investigating the impact of changes in sphere packing
fficiency.

2. Assessing the impact on output due to the changes of
ye concentration per sphere and effective dye concentration,
iven the same total quantity of dye.

3. Assessing the effects of having more particles in a
tacked �layered� structure.
he simulation details are summarized in Table 3.

For step 1, the impact of sphere packing efficiency was
nvestigated by varying center-to-center spacing with a con-
tant sphere size. Simulations were completed for three differ-
nt one-layer sensor models with a sphere size of 20-�m
iameter, where center-to-center spacing was varied from
0 �m to 100 �m �D20S100, D20S60, and D20S20�. In
hese simulations, the absorption coefficient of microparticle
ensor models was fixed at 11.16 mm−1; thus, the effective
ournal of Biomedical Optics 027011-
dye concentration �the product of dye concentration per
sphere and sphere packing efficiency �Table 2�� decreased
with decreasing sphere packing efficiency �increasing spac-
ing�. The maximum diameter of the sensor patches was
1.2 mm, and the light source was a 2.4-mm-diam uniform flat
circular incident beam, ensuring that all the sensor particles
could be excited by excitation light.

For step 2, the impact of dye concentration was assessed
with all six sensor models �D100S100, D60S100, D20S100,
D60S60, D20S60, and D20S20�. The size of sensor patch
models and the light source size were the same as those used
in step 1. The absorption coefficients of microparticle sensor
models were scaled according to the volume of each sphere
and particle numbers so as to make the product of the absorp-
tion coefficients, the volume per sphere, and the particle num-
ber constant. Thus, each sensor model had the same quantity
of dye, and the sensor models with the same center-to-center
spacing have the same effective dye concentration.

For step 3, the effects of having more particles in a stacked
�layered� structure were assessed with three different
multilayer sensor models �D100S100, D60S100, and
D20S100�. In these simulations, all of the sensor patch mod-
els were 4 mm in diameter, and a unit input light source
�100 �m�100 �m square� was used. The number of stacked
layers of sensors was varied from one to three, and the ab-
sorption coefficients of microparticle sensor models were
again scaled according to the volume per sphere. Thus, the
product of absorption coefficients and sphere volume was
constant, and the effective dye concentration in the tissue was
constant for different sensor models.

2.2.5 Simulation for sensor performance after
implantation

To investigate the potential to accurately measure changes in
sensor implant spectral properties, we investigated the impact
of the absorption and scattering of tissue, as well as the mi-
croparticle size distribution and concentration for different
sensor models with different environmental glucose concen-
trations. Unless otherwise specified, the absorption coefficient
was kept at 11.16 mm−1 �at 540 nm� for all models. We used
emission spectra recorded from in vitro analysis of sensors at
environmental glucose concentrations of 0, 100, and
250 mg /mL. Simulations were performed as before, with the
six output wavelengths now weighted by the relative emission
for different glucose concentrations. The ratio of emission
power of 645 nm to that of 585 nm was calculated from the
output spectrum of each sensor emission spectrum corre-
sponding to each glucose concentration using Eq. �3�:

R645/585��Glucose� =
I645��Glucose�
I585��Glucose�

, �3�

where I645 and I585 are the simulated emission intensity at
645 nm and 585 nm.

The percent change in 645 nm /585 nm emission peak ra-
tios versus glucose concentration was calculated using Eq.
�4�:
March/April 2010 � Vol. 15�2�6
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%change =
R645/585��Glucose� − R645/585��Glucose = 0�

R645/585��Glucose = 0�
.

�4�

hen glucose concentration was 0 mg /mL, the
45 nm /585 nm emission peak ratio was defined as the base-
ine value.

The percent changes of peak ratios were plotted as a sensor
esponse curve. Response curves for six different sensor mod-
ls were compared. The diameter of the spheres was set to
00, 60, and 20 �m, and the center-to-center spacing was set
o 100, 60, and 20 �m. The packing configuration of the sen-
or patch model was maintained at hexagonal packing, and
he total number of spheres was constant, as this would best
epresent the situation of injecting a fixed number of particles
ith different final distributions. All the sensor models used in

Table 3 Overview of simulations used to

Step 1

Sensor model D20S100 D20S60 D20S20 D100S100 D60S100

Sphere diameter
�D� ��m�

20 20 20 100 60

Sphere packing
efficiency

0.59% 2.74% 74.05% 74.05% 15.99%

Center-to-center
spacing �S� ��m�

100 60 20 100 100

Number of
spheres/layer

151 367 3259 151 151

Light source
2.4-mm diameter circular

Irradiance: 1 mW/mm2

Sensor model
diameter �mm� 1.2

Number of
sensor model

layers
1

Absorption
coefficient@540

nm �mm−1�

11.16 11.16 11.16 1.93 8.92

Dye
oncentration per

sphere �nM�

10.00 10.00 10.00 1.73 7.99

Effective dye
concentration

�nM�

0.06 0.27 7.40 1.28 1.28

Total amount of
dye �mol� 6.33E−18 1.54E−17 1.37E−16 1.37E−16 1.37E−16

Number of rays 4.0E+06 2.1E+0.6 2.3E+05 2.3E+05 6.4E+05

Repetitions 3

ote: All of the sensor models in this series of simulations were located at the s
ournal of Biomedical Optics 027011-
this phase were one-layer versions, fixed at an implantation
depth of 700 �m. The light source was the 100 �m
�100 �m square. The simulation details are given in Table
4.

3 Results and Discussion
3.1 Spatial Distribution of Excitation Fluence in Skin

Model
Figure 4�a� contains a plot of the predicted 2-D spatial distri-
bution of the relative fluence of excitation light �relative flu-
ence of excitation light normalized with incident light� in the
skin model. The lateral diameter of the skin model is 30 mm,
and the diameter of the excitation light source is 100 �m. The
key point from this graph is that the beam spreads to cover a
maximum cross section of a few millimeters, such that the

igate sensor size/spacing/layer/effects.

Step 2 Step 3

00 D60S60 D20S60 D20S20 D100S100 D60S100 D20S100

60 20 20 100 60 20

74.05% 2.74% 74.05% 74.05% 15.99% 0.59%

60 60 20 100 100 100

367 367 3259 1459 1459 1459

diameter circular 100 �m�100 �m square

nce: 1 mW/mm2 Irradiance: 1 mW/mm2

1.2 4

1

1

2

3

6 3.67 99.10 11.16 11.16 51.67 1395.00

3 3.29 88.80 10.00 10.00 46.30 1250.00

2.44 2.44 7.40 7.40 7.40 7.40

16 1.37E−16 1.37E−16 1.37E−16

7.64E−15 7.64E−15 7.64E−15

1.53E−14 1.53E−14 1.53E−14

2.29E−14 2.29E−14 2.29E−14

06 2.3E+05 2.1E+06 2.3E+05 1.0E+04 1.0E+04 1.6E+05

3 3

pth �700 �m�.
invest

D20S1

20

0.59%

100

151

2.4-mm

Irradia

240.8

215.8

1.28

1.37E−

4.0E+

ame de
March/April 2010 � Vol. 15�2�7
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ensor patch with 6-mm diameter is sufficient to ensure that
he excitation beam does not exceed the path dimensions. As
he light penetrates the tissue, the excitation intensity de-
reases from 10−2 to 10−8 from the upper boundary to the
ower boundary of dermis layer, with an exponential decay
ollowing the expected profile. This is more clearly revealed
n Fig. 4�b�, which is a plot of relative power of excitation
ight versus depth. In each layer of the skin model, the relative
ower plotted in log-scale decreased linearly with depth.

Figure 4�c� is a plot of the radii for different fractions of
otal power at different depths, which is useful in understand-
ng the lateral spreading of the light relative to the incident
eam and sensor implant. The 99.9% beam radii range from
.71 to 2.44 mm at the upper boundary and lower boundary
f dermis, respectively, indicating that cylindrical models cen-
ered at the origin with diameter greater than 4.88 mm can be
onsidered as infinitely large compared with the size of unit
ight source. To ensure that the skin model and sensor models
re infinitely large, a 30-mm-diam skin model and a
-mm-diam sensor patch are sufficient for light source size of
00 �m.

.2 Implant Depth Effects
he predicted emission spectrum from implanted sensors ver-
us the implantation depths is given in Fig. 5�a�. As shown in
his graph, the relative intensity decreases as the implants are
ocated deeper in tissue. The ratio of total escaping lumines-
ence power to that of the total excitation power is also shown
n Fig. 5�b�,21 from which it can be observed that the ratio of
utput power �luminescence emission light escaping from the
kin surface� to the input excitation power ranges from 10−3

o 10−6 for sensors at the upper and lower boundaries of the
ermis �400 �m and 1700 �m from the skin surface, respec-
ively�. Therefore, the efficiency of luminescence ranges from
pproximately one photon per 1000 input photons to one pho-
on per 1,000,000 input photons. On a practical level, this

eans that for a 1-mW excitation light source with
mW /mm2 input intensity, the expected minimal output in-

ensity is 1 nW. Thus, the output should be detectable using
ommon detectors such as avalanche photodiodes or photo-
ultiplier tubes, regardless of implant depth. It is noteworthy

hat the maximum permissible exposure �MPE� for human

Table 4 Models used in assessing effects of sen

Sensor
model
name

Sphere
diameter
�D� ��m�

Spacing
�S� ��m�

Sphere
number

per layer

Sensor
model

diameter
�mm�

N

100S100 100 100 1459 4

D60S100 60 100 1459 4

D20S100 20 100 1459 4

D60S60 60 60 1459 2.4

D20S60 20 60 1460 2.4

D20S20 20 20 1462 0.8
ournal of Biomedical Optics 027011-
skin is given as 2 mW /mm2 �Ref. 44�, and therefore, these
numbers are realistically achievable. The peak ratios values
for the emission �645 /585 nm� versus implantation depth are
given in Fig. 5�c�. In this graph, the peak ratios increase as the
sensor goes deeper; this is mainly because the shorter wave-
length is absorbed more than the longer wavelength, since
585 nm is close to one of the absorption peaks of hemoglo-
bin. This observation has two important implications for our
work. First, the peak ratio is not very strongly dependent on
depth. Although the ratio relative to the value at 400 �m
depth increases 30% at 1700 �m, it is only 3% and 7%
higher at 900 and 1500 �m, respectively. Second, the peak
ratio does significantly increase relative to the value expected
without tissue, indicating that the measurements could be sus-
ceptible to fluctuations in optical properties of tissue superfi-
cial to and in between sensor particles. For example, changes
in hemoglobin saturation will alter the absorption of light
emitted by sensors at 585 nm, which would subsequently
change the corresponding measured intensity ratio. It is worth
mentioning that these sensors could monitored with lumines-
cence lifetime analysis, which would rely on the emission
from the longer-wavelength oxygen-sensitive porphyrin
�645 nm for PtOEP, or 700 nm if the palladium version of the
same molecule is used�; in this case, varying attenuation due
to tissue would have even less influence on measured signals
due to the longer wavelength and the inherently robust nature
of lifetime analysis. Thorough consideration of factors such as
skin color, dynamic chromophore concentration changes, oxy-
genation shifts, and scattering increases due to formation of a
fibrous collagen capsule around the implants will be given in
future studies; however, the focus of this work is on studying
the effects of sensor configurations, implant depths, and exci-
tation beam characteristics on the spatial and spectral distri-
bution of escaping light.

3.3 Spatial Distribution of Escaping Photons
Figure 6�a� is a plot of the spatial distribution of relative in-
tegrated escaping power versus distance from the center of the
light source. As shown, the increasing rate of relative inte-
grated output power decreases with distance, which illustrates
that the emission output intensity drops rapidly with distance
from the light source center �origin�. However, for the

nfiguration on tracking changes in emission.

r Absorption
coefficient
@540 nm

�mm−1�
Light

source
Number
of rays Repetitions

11.16 100 �m�100 �m
square

1.0E+04 5

1.0E+04 5

1.6E+05 5

1.0E+04 5

9.0E+04 3

4.0E+04 3
sor co

umbe
of

sensor
layers

1
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-mm-radius light source, the scattering of light in the tissue
esults in continuing increases in emission beyond the edges
f the input beam. The escaping photons become more
roadly distributed as the implantation depth increases. In all
ases, at least 50% of the total integrated output power is
onfined within a circular area with 2-mm radius. When the
oal is to capture 90% of the output light, the required capture
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ig. 4 �a� Spatial distribution of relative irradiance �intensity� of exci-
ation light in skin model. The color bar indicates the relative intensity
rom 1 to 10−11. The green line at the origin indicates the green color
f the light source. The light source is a uniform-intensity circle with
iameter of 100 �m. The thickness values for upper dermis, dermis,
nd deep dermis were 270 �m, 1500 �m, and 230 �m, respectively
see Fig. 1�. �b� Simulation output for relative power of excitation light
ersus depth. Error bars �three runs @ 10,000 rays� were too small to
e observed on a plot. �c� Radius of excitation areas with different

raction of total excitation power versus depth. The light source con-
idered in these cases was a circle with diameter of 100 �m. �Color
nline only.�
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Fig. 5 �a� Spectrum of escaping luminescence relative input light at
different sensor implantation depth. The log-scale intensity axis high-
lights the exponential depth dependence. The sensor configuration
was a single layer of tight-packed particles 100 �m in diameter with
100-�m center-to-center spacing �D100S100�. �b� Ratio of total es-
caping luminescence power to the total input excitation power versus
depth. Inset is log-scale plot. The environmental glucose concentra-
tion used for emission spectra was 250 mg/dL. �The spectra obtained
from prototype sensors exposed to 250 mg/dL in vitro were used.�
The absorption coefficient �@540 nm� was kept at 11.16 mm−1. �c�
Peak ratios of emission at 645 nm to that at 585 nm versus implanta-
tion depths.
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adius increases to 1.5 to 5.0 mm, depending on the implant
epth. Similarly, a capture radius of 1.75 to 6.9 mm will be
equired to confine 95% of total signal power.

Figure 6�b� contains a plot representing the radius for a
ircular area that confines 95% of the total escaping lumines-
ence power collected on the photon capture film. The radii
ere computed for different implant depths as well as differ-

nt light source diameters. It can be seen that, even for a light
ource with 10-mm diameter and sensors implanted close to
he lower boundary of dermis �1700 �m�, a circular area with
radius of 9 mm was able to confine 95% of the total output
ower. Thus, in general, deeper implants require a larger field
f view for collection optics to avoid throwing away photons,
ut efficient collection of output for dermal implants can still
e achieved with relatively small-area optics—a standard 1-in
ptical system will be sufficient.
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ig. 6 �a� Spatial distribution of integrated power versus implantation
epths. �Excitation light source size=2 mm in diameter.� The discrete
olor data points of different colors represent different fractions of
otal escaping luminescent power when the sensor was positioned at
ertain depths. �b� Radii of circular area confining different fraction of
otal escaping luminescence power versus implantation depths and
ize of excitation light source. �c� Output powers of D20S20, D20S60,
nd D20S100. The input excitation light intensity is 1 mW/mm2, and
he size is 2.4 mm in diameter. All the sensor models were 1 layer and
.2 mm in diameter. The particle number of these three models were
259, 367, and 151, respectively. The total output and average output
er sphere were normalized. �Color online only.�
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Since the angle of escape and numerical aperture of the
optics involved will also determine the efficiency of collec-
tion, we also investigated the angular distribution of escaping
luminescence versus different implantation depths �data not
shown�. The angle of escape was found to decrease linearly
with cos��� �matches Lambert’s cosine law�, and therefore,
high-numerical aperture optics are desirable for capturing
emission. There was no significant effect of implant depth on
angular distribution �p-value=1.0, �=0.05, paired t-test�.
Thus, the spatial distribution of escaping luminescence is the
most critical factor of optical system design.

3.4 Effects of Sensor Size and Packing on Absolute
Output

Figure 7 contains a plot representing the results of step 1
simulations used to investigate the impact of sphere packing
efficiency of sensor models �see Table 3�. In these simula-
tions, the dye concentration per sphere was kept constant
�bold numbers in the step 1 column in Table 3�, meaning that
the effective concentration of dye in the tissue decreased with
lower packing efficiency. Intuitively, one would expect that
the luminescence output per sphere would be reduced by less
sphere packing efficiency because of relatively more absorp-
tion induced by tissue; however, it is evident from these re-
sults that the output per sphere for the D20S20 sensor model
is smaller than those of D20S60 and D20S100, even though
the total output of D20S20 is the largest. This is attributed to
a higher probability of interaction between laterally scattered
excitation light and particles in loosely packed �center-to-
center distance=60 or 100 �m� sensor models or the lower
probability of reabsorption by loosely packed spheres. Ac-
cordingly, we can estimate that the D20S60 and D20S100
sensor models will have more output than that of D20S20, if
the three sensor models have the same number of spheres and
the light source is large enough to ensure that all the spheres
are uniformly excited. Thus, if a large enough light source is
used to uniformly excite all the particles regardless of the
particle spatial distribution, a lower sphere packing efficiency
will not reduce the total luminescence output.

In reality, implementation of in vivo injections will result
in difficulty of controlling the implantation area with high
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Fig. 7 Normalized output for sensor models with different packing
efficiency, including total output from each sensor-patch model, and
average emission per sphere in each sensor-patch model.
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recision; it is also likely that particles will be distributed with
ifferent projection areas in the tissue; thus, a sufficiently
arge light source with constant irradiance is preferred to
void reducing luminescence output due to the unpredicted
rojection area change of injected sensors in tissue.

Figure 8 contains the results of step 2 �Table 3�, where six
ifferent sensor models were used to assess how different dye
oncentration per sphere and effective tissue dye concentra-
ion affect the escaping luminescence, given the same quantity
f dye �see bold numbers in the step 1 column in Table 3�. As
hown in this graph, although every sensor model had the
ame total amount of dye in the entire patch of particles, the
utput is dramatically different. The output from tightly
acked models �D100S100, D60S60, and D20S20� was
igher than that from loosely packed versions. The D20S100
as the smallest output, although the dye concentration per
phere of D100S100 is the smallest and that of D20S100 is
he highest. According to the simulation results, the tightly
acked sensors produce stronger signals than loosely packing
ensors, even when the amount of dye in the sensor patch
emains constant. The average output per sphere of loosely
acked spheres �empty symbols� was higher than that of
ightly packed models, which again proved that the loosely
acked sphere models have a lower inner filter effect than the
ighter-packed versions. Since these sensor models had the
ame amount of dye, the ones having the same effective dye
oncentration should produce the same amount of lumines-
ence emission as if the sensor was a homogeneous model.
lthough the effective dye concentrations of D100S100,
60S100, and D20S100 were all 1.28 nM, the estimates for

otal output power of these models were not the same. Neither
ere the outputs of D60S60 and D20S60, which also had the

ame concentration. This highlights the inadequacy of a ho-
ogeneous model, a fact that was previously discussed in the

ontext of discrete absorbers for accurate representations.39

Figure 9 contains the results of simulations for step 3
Table 3�, designed to assess the effects of multiple layers of
icroparticles �see Table 2�. One to three layers of
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ig. 8 Relative output for different sensor models. All the sensor
atches were 1.2 mm in diameter, and the uniform light source was
.4 mm in diameter with intensity of 1 mW/mm2. The absorption
oefficients of D100S100, D60S100, D20S100, D60S60, D20S60,
nd D20S20 were 1.93 mm−1, 8.92 mm−1, 240.86−1, 3.67 mm−1,
9.10 mm−1, and 11.16 mm−1, respectively.
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D100S100, D20S100, and D20S100 sensor models were used,
and all the sensor models have the same effective dye con-
centration �Table 3�. As shown in Fig. 9, the outputs of
D100S100 are the largest among those of sensor models. The
outputs of two-layer D100S100 and three-layer D100S100 are
20.3% and 20.9% higher than that of one-layer D100S100,
respectively. The outputs of two-layer D20S100 and three-
layer D20S100 are 47.5% and 75.5% higher than that of one-
layer D20S100. Interestingly, while adding more layers to
tightly packed sensor models does not increase luminescence
output as much as loose-packing sensor models, the output of
just one layer of tight-packed particles is still higher than that
of several layers of loosely packed sensors. Thus, the tighter
the particles are packed, the less sensitive to changing number
of layers and the higher the output power.

In summary of this phase of the work, the simulation re-
sults corroborate our experimental efforts in highlighting that
tight packing is preferred for maximal signals. That is, when
the total quantity of dye is limited, if concentration per sphere
is already maximized and given a fixed light source size, the
sensors with high packing efficiency is always preferred, be-
cause sensors with high packing efficiency can yield higher
output with fewer particles compared with sensors with
smaller packing efficiency.

3.5 Implanted Sensor Performance Predictions
Figure 10�a� is a plot of the peak intensity ratio
�645 /585 nm� versus glucose concentration for spectra mea-
sured from sensors in a flow-through system, as well as simu-
lations. The predicted peak ratio values are significantly
higher than the in vitro measured values, due to spectral dis-
tortion introduced from absorption and scattering of tissue and
sensors—specifically, the shorter wavelengths are attenuated
more than the longer wavelengths. However, when we con-
sider the need to measure changes in emission and correlate
those with biochemical changes in the sensor environment, it
is the percentage change in the peak ratio with analyte con-
centration that is most relevant.
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ut
pu
tp
ow
er
(m
W
)

1 layer
2 layers
3 layers

10-2
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Fig. 9 Output for different sensor models with different numbers of
layers. Light source is 100 �m�100 �m square with intensity
1 mW/mm2. The absorption coefficients of D100S100, D60S100,
and D20S100 were 11.16 mm−1, 51.67 mm−1, and 1395 mm−1, re-
spectively. Models with the same number of layers had the same num-
ber of particles.
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The percentage change of peak ratios was calculated and
lotted in Fig. 10�b�, from which it is clear that all the data
all around the same in vitro data. In Fig. 10�b�, each of the
5% confidence intervals include the corresponding calibra-
ion curve �in vitro curve� value, with the single exception of
he small spheres with small spacing �tight packing, D20S20�
t 250 mg /dL. This proves that the changes in emission will
e essentially identical to those observed in vitro, enabling
irect application of in vitro calibration with single-point cor-
ection, without additional significant effects from apparently
trong spectral distortions. The single case of statistically dif-
erent output indicates that the spectral distortion introduced
y the tissue will require a new calibration model to be estab-
ished for in vivo analysis.

Conclusions
hree-dimensional, multiwavelength simulations of light in-

eraction with tissue and luminescent materials have enabled
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ig. 10 �a� Peak intensity ratio for emission �645/585 nm� versus glu-
ose concentrations. All the absorption coefficients at 540 nm are
1.16 mm−1. �b� Statistical analysis of percentage change data, where
ercentage change in peak ratio �645/585 nm� was calculated as the
elative change from the baseline value �0 mg/dL� for different glu-
ose concentrations. In each case, the escaping emission spectrum for
mg/dL glucose predicted for that specific sensor configuration was

sed as the baseline. The error bars indicate the 95% confidence
ntervals.
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us to gain insight into the expected behavior of implantable
biosensors. The simulations described here reveal key factors
influencing the generation and collection of luminescence
from sensors implanted in the dermis at different depths and
concentrations, which provides critical information for future
work in instrument design. The simulation results show that
the depths of implantation strongly influence the measurabil-
ity of signal. The deeper the sensor is located, the more the
signal is attenuated. With strong scattering and absorption of
both excitation and emission light due to overlying tissue, the
predicted ratio of output to input power ranges from 10−3 to
10−6; this efficiency is actually very good, and the signals
generated from implants should be detectable at all depths
within the dermis using sensitive detectors. Our assessment of
the spatial distribution of escaping luminescence also pro-
vides useful information; it was found that 95% of the total
signal �escaping luminescence�, even when excited with a
10-mm-diam light source, can be confined within a circular
area on skin surface with diameter smaller than 18 mm,
which facilitates design of a matched optoelectronic system
for efficient delivery of excitation, collection, and analysis of
luminescence response. Analysis of luminescence output of
different sensor configurations also indicates that the tightly
packed sensors are preferred because they yield higher lumi-
nescence output with fewer particles. Thus, it is preferred to
implant particles in a single site with high concentration. If
the light source size can be varied with constant irradiance, a
large light source is preferred to overcome the influence of
unpredicted projection area change of implanted sensors in
tissue. Last, the results of simulations to predict sensor in vivo
performance show that the spectral distortion resulting from
the absorption and scattering of the skin, particle size, or par-
ticle concentrations has minimal influence over the predicted
ratiometric measurements. The focus of this work was to de-
termine the effects of sensor configurations, implant depths,
and excitation beam characteristics on the intensity and spatial
and spectral distribution of escaping light. In all, this simula-
tion work supports the potential to accurately measure the
output of luminescent implants and will facilitate the design
of a simple optical hardware system to communicate with
dermally implanted sensors. However, it is acknowledged that
many practical questions regarding other factors that may also
perturb the optical signals must also be answered before
monitoring can be considered realistic. These include, for ex-
ample, investigation of the influence of changes in blood vol-
ume, hemoglobin concentration and saturation, oxygenation
shifts, and scattering increases due to formation of a fibrous
collagen capsule around the implants, which are the subject of
ongoing studies.
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