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Abstract. Tone-mapping operators are the typical algorithms designed to produce visibility and the overall
impression of brightness, contrast, and color of high dynamic range (HDR) images on low dynamic range
(LDR) display devices. Although several new tone-mapping operators have been proposed in recent years,
the results of these operators have not matched those of the psychophysical experiments based on the
human visual system. A color-rendering model that is a combination of tone-mapping and cone-response func-
tions using an XYZ tristimulus color space is presented. In the proposed method, the tone-mapping operator
produces visibility and the overall impression of brightness, contrast, and color in HDR images when mapped
onto relatively LDR devices. The tone-mapping resultant image is obtained using chromatic and achromatic
colors to avoid well-known color distortions shown in the conventional methods. The resulting image is then
processed with a cone-response function wherein emphasis is placed on human visual perception (HVP).
The proposed method covers the mismatch between the actual scene and the rendered image based on
HVP. The experimental results show that the proposed method yields an improved color-rendering performance
compared to conventional methods. © The Authors. Published by SPIE under a Creative CommonsAttribution 3.0 Unported
License. Distribution or reproduction of this work in whole or in part requiresfull attribution of the original publication, including its DOI.
[DOI: 10.1117/1.JEI.24.5.053005]
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1 Introduction
High dynamic range (HDR) imaging is a photographic tech-
nology that assembles and saves photographs of a static
scene taken at different exposures in a radiance map, similar
to the process employed by the human eye. HDR imaging
has been developed based on visual adaptation and is a tech-
nique that mimics the human eye. The human eye readily
captures a range of light intensities in multiexposure time
and has a dynamic range of 6 orders of magnitude.
Conversely, low dynamic range (LDR) devices have a
range of 2 to 3 orders of magnitude.1,2 This leads to a prob-
lem termed tone mapping or tone reproduction3,4 when dis-
playing HDR data on LDR display devices. To display the
original scene using the HDR representation on display devi-
ces with LDR, it is necessary to summarize the intensity
range of the original image using the single extreme ratio
between the maximum and minimum intensities.5 This
ratio is the dynamic range of the image.

The goal of the color-rendering process is to maximize the
perceived similarity between the actual scene and the dis-
played image. Therefore, tone-reproduction algorithms
attempt to scale HDR data in order that the resulting display-
able image preserves the characteristics of the input data,
such as brightness, visibility, contrast, and appearance by
controlling the scale of the given image. To address this
issue, adaptive scale-gain retinex was proposed by Kotera

and Fujita.6 In this model, to maintain the color balance,
the surround image generated from only the luminance com-
ponent was used for the R, G, and B channels. They also pro-
posed an automatic adapted scale-gain weight-setting method.
However, the computation of weights consumed a significant
amount of time for a large Gaussian kernel size because it
required a histogram luminance single-scale retinex corre-
sponding to multiple scales. Therefore, the integrated-sur-
round retinex method, which used only the relative
luminance Y component of the YIQ representation instead
of the three RGB channels, was proposed by Wang et al.7

The result was stable and demonstrated high saturation as
the local contrast of luminance preserving the color balance
was enhanced using a multiscaled process. However, both
methods were based on a slow gradient of the integrated sur-
round in the center/surround process, thereby introducing halo
artifacts. Further, by employing a single Gaussian filter, the
chromaticity of illumination could not be removed, thus,
the enhanced saturation was unnatural when compared
with the original image. A local adaptation retinal model
(LARM) was proposed by Wang et al.8 based on the retinal
model. LARM adopted a bilateral filter to reduce the halo arti-
facts (or ringing effects) in the resulting image. The local con-
trast was enhanced without halo artifacts compared to the
original image. However, LARM was based on a nonlinear
bilateral filter and a single luminance image to compute the
surround image. Therefore, the local contrast in the dark
regions could not be enhanced in the resulting image,
thus the detail in the resulting image was difficult to distin-
guish with the human visual system (HVS).*Address all correspondence to: Byoung-Ju Yun, E-mail: bjisyun@ee.knu.ac.kr
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Kuang et al.9 proposed a new image-appearance model
based on the HVS called iCAM06. It was developed for
HDR image rendering. Cone and rod-response predictions
addressed the mismatch between the displayed image and
the rendered image using a chromatic-adaptation transforma-
tion in iCAM06. However, the luminance factor reduced
the luminance adaptation in the cone-response function.
Furthermore, stimuli of higher luminance than that of the
adopted white could cause the response to approach the
maximum level and consequently reduced the colorfulness.10

This paper presents a color-rendering model comprised of
a tone-mapping operator and the cone-response function. This
method is primarily processed in the XYZ tristimulus space of
the input image. This method can manage the aforementioned
problems that exist with the conventional methods. In addi-
tion, the linearity in the proposed tone mapping method is
an important task to consider with one-to-one correspondence
between the displayed and rendered images. Although the
proposed method does not have a linearity, the goal of the
proposed tone mapping method is to have a near linearity.
In addition, the cone response function, which is based on
human visual perception, is to address the color shift and
color leakage by modifying the surround luminance factor
(F ¼ 1 for average surround, and F ¼ 0.8 for dim or dark
surround) in Ref. 1 and iCAM06, respectively. By using
the modified luminance surround factor, a wide variety of sur-
round conditions is automatically addressed to achieve excel-
lent results for color constancy. In Ref. 1, the global tone
mapping operator is just used to deal with the tone mapping
problem and heavy time cost. Therefore, the method cannot
address the local detailed variance information in the given
image. The local standard deviation is used to overcome
this problem. These issues are the noticeably main differences
compared to Ref. 1 and iCAM06. Hence, the proposed
method is capable of managing the problems such as color
shift, color leakage, and color cast.

The tone-mapping operator produces visibility and an over-
all impression of brightness, contrast, and color in the given
HDR image when mapped onto relatively LDR displays or
printers. The tone-mapping image is obtained using
chromatic (XYZ tristimulus value) and achromatic (absolute
luminance Y component) colors. The adaptation can be con-
sidered equivalent to the dynamic mechanism of the HVS,
which optimizes the visual response for a particular viewing
condition. Dark and light adaptations refer to changes in visual
sensitivity when the level of illumination is decreased and
increased, respectively. Chromatic adaptation preserves the
approximate appearance of an object. It can be described as
an independent sensitivity regulation of the three cones’
responses.11 Therefore, a chromatic adaptive transformation
(CAT) method is adopted to address the perceptual mismatch
between the actual scene and the displayed image. Several
color appearance phenomena based on the HVS, such as
the Hunt, Steven and Helson-Judd, and simultaneous contrast
effects, can be predicted by the CAT method.12,13

2 Related Work
Chromatic adaptation is the ability of the HVS to adjust to
illumination changes and to preserve the color appearance of
the object.14 It allows us to see stable object colors illumi-
nated under a wide range of different illuminations. CATs
are used in digital imaging and color science to model the

described mechanism of the HVS. They provide a means
to transform color values under a source illumination into
color values under a target illumination.

A standard model to compute the transformation from
one illumination to another is the diagonal von Kries adap-
tation model.15 If ðR;G;BÞ denotes a color value under a
source illumination, then the von Kries model states that
we can model the same color value under a target illumi-
nation as
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where c R, c G, and c B represent scaling coefficients for
the color channels. These scaling coefficients are generally
the ratios of target illumination ðRt; Gt; BtÞ and source
illumination ðRs; Gs; BsÞ, i.e., c R ¼ Rt∕Rs,
c G ¼ Gt∕Gs, and c B ¼ Bt∕Bs. CATs, however, there is
a difference in the color space in which this scaling occurs.
Rt0, Gt0, Bt0 and Rs0, Gs0, Bs0 are the final target illumina-
tion and the initial input source illumination.

The obvious choice is the color space in which the image
is initially described, such as the sRGB color space. This
process is straightforward as no additional transformations of
the color space are required. Other commonly used color
spaces are derived as linear transformations of the XYZ tri-
stimulus space. Some of these alternatives are called sensor
sharpening.16 Color-matching functions of the derived color
spaces tend to produce sharper, narrower peaks, more appro-
priate for the von Kries model. There are several basic mod-
els for transforming color values in a derived color space
including XYZ, Bradford, Sharp, and CMCCAT2000. All
of the described transformations implement the diagonal
von Kries model-to-model illuminant change.

3 Proposed Method
The input data ½fðx; yÞ� for the proposed method has a CIE
tristimulus value X, Y and Z) in absolute luminance units.
The absolute luminance Y of the image data is necessary
to predict the various luminance-dependent phenomena
such as the Hunt and the Stevens effects. An HDR image
input is typically a floating point RGB image with a linear
absolute luminance. The captured Rs, Gs, and Bs values are
converted to the CIE XYZ color space using:9,13,17
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where the Rs, Gs, and Bs values refer to the sRGB of the
input image.

3.1 Tone-Mapping Method
Conventional methods for tone mapping are generally per-
formed using spatial filters such as Gaussian and bilateral.
Then the illumination components and the local adaptation
level are estimated. However, methods based on spatial fil-
ters are known to yield inferior color constancy.14,18 For
example, a halo artifact appears in the resulting image. To
avoid color distortions, tone mapping is implemented with-
out the gray world assumption. Therefore, the R, G, and B
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components of the color space are used in the previous tone-
mapping work as mentioned in Ref. 19 and consequently, the
tone-mapping method cannot address the various HVS-
based luminance-dependent phenomena.1 Therefore, the
CIEXYZ tristimulus values (X, Y, and Z) are used in the pro-
posed method. The tone-mapping method used in the pre-
vious one as the global tone-mapping method leads to color
distortion. Moreover, it is used to render the color in the
given image using just a global color rendering operator.
However, the proposed method has a different tone-mapping
operator compared to the previous one. Thus, the linearity is
the important property in the tone mapping process, now that
it is capable of addressing the one-to-one correspondence
between the rendered image and the real world scene. In
the effort, consequentially, the proposed method is of near
linearity compared with the previous one, even though a non-
linear equation is used to control the dynamic range in the
given image. In addition, the proposed color rendering oper-
ator is used to represent the local detailed variance informa-
tion in the given image, adding a local standard deviation,
which was not in the previous one. The input image is
obtained using a nonlinear power function for the luminance
(Y component) of the CIEXYZ tristimulus values. The non-
linear power function is adopted to control the dynamic
range and to remove the halo artifact instead of using the
spatial filter to estimate a white point. Therefore, for lumi-
nance Y½fYðx; yÞ�, the tone cover of the achromatic compo-
nent is defined as follows:

EQ-TARGET;temp:intralink-;e003;63;426Loutðx 0; y 0Þ ¼ ½fYðx 0; y 0Þ�α; (3)

where Loutðx 0; y 0Þ is the output image for the absolute lumi-
nance Y and α is the gamma coefficient to control the
dynamic range.

The product of Eq. (3) is used by the tone-mapping func-
tion to preserve luminance, expressed in cd∕m2. This
involves a linear interpolation between the chromatic and the
corresponding achromatic colors. The proposed tone-map-
ping method is described using the input image fiðx 0; y 0Þ
as follows:

EQ-TARGET;temp:intralink-;e004;63;292

Cðout;iÞðx 0; y 0Þ ¼ ½fiðx 0; y 0Þ�
½1þ Loutðx 0; y 0Þ� þ σiðx 0; y 0Þ;

i ¼ X; Y; Z; (4)

where Cout;iðx 0; y 0Þ, i ¼ fX; Y; Zg are the resulting tone-
mapped images of the X, Y, and Z components, expressed
in cd∕m2 and the local standard deviation ½σiðx; yÞ� is used to
describe changes in the entire image The local standard
deviation is based on the 3 × 3 mask for each R, G, and
B channel in the given image, and it is used to compensate
the global operator by incorporating the local variance infor-
mation. As mentioned, the conventional color rendering
method with linearity is based on the gray world assumption.
Hence, the resultant image leads to poor color constancy
such as halos, graying-out, and dominated color, which is
caused by increasing the hue values in the resulting image.
Then the color cast is found in the entire resulting image after
correcting the color. Even though the nonlinearity is used to
correct the color so as to avoid these problems in the conven-
tional methods, the objective of Eq. (4) is to ensure near

linearity but is not a linear equation. It is modified from a
portion of the tone-mapping method described in Ref. 1.
The characteristic curve is shown in Fig. 1. The resulting
image has linearity comparable, approximately, to that of
the previous tone-mapping method.

Fig. 1 Curve of characteristic based on Eq. (4) with (a) X value of
tristimulus values, (b) Y value of tristimulus value, and (c) Z value
of tristimulus values.
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3.2 Proposed Chromatic-Adaptation Transformation
The tone-mapping method was discussed in the previous
subsection. To address the perceptual mismatches between
the original scene and displayed images from the resulting
image based on Eq. (4), the chromatic-adaptation transform
has been adopted in the proposed method. The color appear-
ance model (CAM) is used to estimate the cone response
using the cone-response function in Ref. 9. However,
there is a problem in the resulting image related to a domi-
nated color. Therefore, a modified CAMmodel is introduced
to address the mismatch between the displayed image and
the rendered image based on HVP. The proposed transforma-
tion is obtained as follows:
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3
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where Rw, Gw, Bw, and Xw, Yw, Zw values represent the cor-
responding R, G, B and Cout;X, Cout;Y , Cout;Z values for the
white point, respectively. From Eq. (5), three cones’
responses based on the HVS are estimated as follows:

EQ-TARGET;temp:intralink-;e007;63;438Rc ¼ R½DoosðYw∕YrwÞðRrw∕RwÞ þ 1 −Doos�; (7)

EQ-TARGET;temp:intralink-;e008;63;408Gc ¼ G½DoosðYw∕YrwÞðGrw∕GwÞ þ 1 −Doos�; (8)

EQ-TARGET;temp:intralink-;e009;63;383Bc ¼ B½DoosðYw∕YrwÞðBrw∕BwÞ þ 1 −Doos�; (9)

where

EQ-TARGET;temp:intralink-;e010;63;346La ¼ Lw∕5; (10)

EQ-TARGET;temp:intralink-;e011;63;327Fl ¼ 0.2 · T0.5 · ðLwÞ þ 0.1 · ð1 − T0.5Þ · ðLwÞ1∕3; (11)

EQ-TARGET;temp:intralink-;e012;63;301T ¼ 1∕ðLw þ 1Þ; (12)

EQ-TARGET;temp:intralink-;e013;63;276Doos ¼ 0.3 · Fl · ½1 − ð1∕3.6Þ� · exp½−ðLa − 42Þ∕92�;
(13)

where Doos is the incomplete white point adaptation factor
and is computed as the function of the adaptation luminance
La (20% of the adaptation white). Fl (luminance surround
factor) is used to address the diverse variety of the actual
scene. Rc, Gc, and Bc values are the chromatically adapted
cone responses from applyingDoos. In the proposed method,
Xw, Yw, and Zw values can be incorporated as user param-
eters or can be estimated from the given data, as shown in
Table 1. Rrw, Grw, Brw and Xrw, Yrw, and Zrw values are
reference whites in the white condition, respectively. From
Rc, Gc, and Bc values, R 0, G 0, and B 0 values are calculated
as follows:
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where MHPE is a single transform matrix from the sharpened
cone responses to the Hunt-Pointer-Estevez cone responses.20

In Eq. (14), R 0; G 0, and B 0 values are the chromatic-
adaptation values that are obtained using the inverseM−1

CAT02

transform. Subsequently, they are converted to the HPE
space before performing the postadaptation nonlinear com-
pression. The CIECAM02, such as CIECAM97, uses a cer-
tain color space in the chromatic-adaptation transform and
another for computing the correlation between the perceptual
attributes. CIECAM02 exhibits the best performance in pre-
dicting the chromatic adaptation of the image with some
degree of sharpening. It should be noted that the CAT02
method also incorporates some degree of sharpening. In
comparison, the usage of space closer to the cone fundamen-
tals such as the HPE or Stockman–Sharpe provides improved
predictions of the perceptual attribute. Blue constancy, a sig-
nificant shortcoming in CIELAB, is considerably improved
using a space closer to the cone fundamentals.9

Table 1 Examples of the relative tristimulus values of the white points
and their associated color temperatures T .9

Scene T (in K) Xw Yw Zw

Candle flame 1850 123.614 100.000 11.211

Sunrise / sunset 2000 127.432 100.000 14.517

100 W incandescent 2865 109.840 100.000 35.558

Summer sunlight at noon 5400 97.6844 100.000 94.262

Summer sun 6504 95.047 100.000 108.883

CIE A (incandescent) 2854 109.840 100.000 35.558

CIE B (direct sunlight) 4847 109.215 100.000 75.199

CIE C (indirect sunlight) 6774 98.071 100.000 118.185

CIE D50 (noon skylight) 5000 96.396 100.000 82.414

CIE D65
(average daylight)

6504 95.047 100.000 108.883

CIE E
(normalized reference)

5500 100.000 100.000 100.000

CIE F2
(office fluorescent)

4150 99.187 100.000 67.395

Journal of Electronic Imaging 053005-4 Sep∕Oct 2015 • Vol. 24(5)

Choi, Kim, and Yun: Modeling a color-rendering operator for high dynamic range images. . .



4 Experiment Results and Evaluations
As discussed in the previous section, the proposed method
incorporates Eq. (4), a tone-mapping function, and the cone-
response function to correct the color. In this section, we dis-
cuss the difference between the proposed method and some
existing methods with respect to visual quality. To demon-
strate the feasibility of correcting the color, the results using a
number of well-known images are presented.

These images are available at the links.21,22 We also used
the images captured with five standard illuminations (D,
CWF, TL84, A, and UV) and stored in tiff format. The
images from Figs. 2–4 present the resulting image for HDR
images after performing color correction using the tech-
niques of iCAM06,9 the technique proposed in Ref. 1, and
the proposed work. For each, (a) is the original image;
(b) shows the resulting image after processing with
iCAM06. The MATLAB codes of iCAM06 are publicly
available23 and the resulting images are obtained by using
the parameters described in Ref. 9. The halos appear in the
resulting image as the image adapts to the piecewise bilateral
filter. Moreover, a red cast has been added to the entire result-
ing image because of the luminance factor in the cone-
response function of the chromatic-adaptation transform.
In the result images of (c), as proposed in Ref. 1, halos
are considerably reduced in the entire resulting image
compared to (b). A dominating color appears in the entire

resulting image. Because it has a curve of a nonlinear char-
acteristic in part of the tone-mapping section, as shown in
Ref. 1, the resulting image has a blue cast. Moreover,
both (b) and (c) have a veiling glare similar to lamp lights
despite the use of a nonlinear property and both chromatic
and achromatic colors. The parameter (α) in Eq. (3) is set
through an empirical test. The parameter is increased from
0 to 1. When the parameter is set as α ¼ 0.2, the result
has best performance in the given images and the resultant
image is improved without color distortion; that is, the halo
and dominating color problems are substantially reduced
when compared with both (b) and (c), as shown in the result-
ing images (Figs. 2–4). The veiling glare is also markedly
reduced. Figure 5 illustrates why the resulting image of
the previous one appeared to add a blue cast compared to
Figs. 4(c) and Fig. 4(d). It is biased in the direction of the
blue color as shown in the result compared to the proposed
work.

Fig. 3 “Wreathbu” image with (a) original image, (b) iCAM06, (c) pre-
vious technique,1 and (d) proposed method (α ¼ 0.2).

Fig. 2 “Clockbui” image with (a) original image, (b) iCAM06, (c) pre-
vious technique,1and (d) proposed method (α ¼ 0.2).

Fig. 4 “Rend02_oC95” image with (a) original image, (b) iCAM06,
(c) previous technique,1 and (d) proposed method (α ¼ 0.2).
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Five images with different illuminations (D, CWF, TL84,
A, and UV) are used to evaluate the effect of the illumination
condition. Figure 6 shows the resulting images using the five
images with different illuminations, and the standard illumi-
nation tool box is used to obtain these images but not outside.
Figure 7 presents the luminance surround factor distribution
of these images in Eq. (11). Both axes are represented as a
pixel number of the input image and the result of the lumi-
nance surround factor, respectively, as in Eq. (11). The value
in the iCAM is defined with F ¼ 1 for an average surround,
or F ¼ 0.8 for dim- and dark-surrounds, whereas the results
in the proposed method [Eq. (11)] are of the S-shape curve
compared with that of iCAM06. A wide variety of scenes in
the given image is addressed using the proposed surround
luminance factor, where the input information is the lumi-
nance level of the pixels in the given image. The maximum

values are (a) 0.0971 for “A” illumination, (b) 0.0959 for that
of “CWF” illumination, (c) 0.1010 for “D65” illumination,
(d) 0.881 for “TL84” illumination, and (e) 0.0804 for “UV”
illumination. Figure 8 is a quantitative evaluation using a
gamut area [ICC3D version 1.2.9, copyright (c) 2002-
2003 Gjovik University College]. Figure 8(a) is the gamut
area for “A” standard illumination, (b) “CWF” illumination,
(c) “D65” illumination, (d) “TL84” illumination, and
(e) “UV” illumination, and Symbol a+(or b+) and a− (or
b−) are a*(or b*) positive and negative values of the
CIELAB, respectively. The colors are distributed similarly
in the gamut area. Therefore, the results indicate that the pro-
posed method can affect the performance regardless of the
illumination condition.

Figure 9 shows the resulting image according to the
parameters for Eq. (3). Figure 9(a) is the original image and
it is captured under a “D65” standard illumination atmos-
phere. Figure 9(b) is the resulting image for parameter
∝¼ 0.1, Fig. 9(c) is the resulting image when setting param-
eter ∝¼ 0.2, Fig. 9(d) is that for ∝¼ 0.3, Fig. 9(e) is ∝¼ 0.4,
and Fig. 9(f) is ∝¼ 0.5, respectively. The color changes take
place in the entire resulting image when setting the parameter
over∝¼ 0.3. Figures 9(b) and 9(c) show a better performance
than the other images. For selection of the best resulting image
according to the parameter, 15 observers participated in the
test. Most of the observers selected Fig. 9(c), ∝¼ 0.2, and
that is the reason it is set as the parameter value in Figs. 2–4.

The color difference (Δu 0v 0) between the captured image
under standard illumination and the color reproduction
image is introduced to evaluate the color reproduction

Fig. 6 Five standard illumination images with (a) A illumination,
(b) CWF illumination, (c) D65 illumination, (d) TL84 illumination,
and (e) UV illumination.

Fig. 5 Gamut area for Fig. 3 with (a) previous technique,1 and (b) pro-
posed work.
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performance of the proposed method using CIE 1976 u 0v 0
color space,24 which is widely used for color reproduction
evaluations.

Figure 10 and Table 2 display the results obtained from
mean color difference for the iCAM06, the previous tech-
nique,1 and the proposed method. In the resulting diagram,
the indicators of the proposed method are of a lower mean
color difference25 compared with the conventional method.
Based on the captured image under D65 standard illumina-
tion, the maximum difference between the original image
and rendered image is 0.0192. The human eye perceives a
color difference when the difference of the two separated
color patches is Δu 0v 0 ≥ 0.04.26,27 Therefore, this indicates
an excellent performance for the experiment because the
color difference is smaller than the visual minimum percep-
tible color difference. Figure 11 presents the resulting images
of the proposed method. In each of image, (a) is the original
image, (b) is obtained by using iCAM06, (c) is that of the
previous one, and (d) is the resulting image of the proposed
method. The results obtained were similar to those for the
above-mentioned approaches.

To conduct a subjective evaluation, a psychophysical
experiment was performed. A total of 15 observers with

normal color vision participated in the test, and five different
illumination images were used to access the color rendering
algorithm that considered the color reproduction, brightness,
and colorfulness. These images were captured under five dif-
ferent illumination conditions, as shown in Fig. 6. For the
psychophysical experiment, a pair comparison method was
used. The iCAM06, the previous one, and the proposed
method were compared. Because HVS has a veiling glare
limit in a white background, such as a lighted room, the psy-
chophysical experiment was conducted in a dark room. The
parameter used for each algorithm is fixed based on the value
suggested in the research paper. Each observer judged a pair
of images and assigned a “1” to the selected image and a “0”
to the rejected image. In the case of a draw, “0.5” was
assigned to each image. The scores were then added and
transformed to the preference scores.28 Figure 12 and Table 3
show the result of the psychophysical experiment for the cap-
tured images under five different standard illuminations.
The preference scores in the proposed method are higher
than those of the conventional methods. Figure 13 and
Table 4 show the result of the preference score for the 30
different images. The result is similar to that of Fig. 12
and Table 3.

Fig. 7 Distribution of the luminance factor with (a) A illumination, (b) CWF illumination, (c) D65 illumi-
nation, (d) TL84 illumination, and (e) UV illumination.
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5 Conclusion
In the natural world, eyes are confronted with a broad range
of luminance. Eye adaptation is the mechanism that allows
our eyes, by changing their sensitivity, to be responsive at
varying illumination levels. HDR imaging is a technique
that mimics the human eyes and readily captures a range
of light intensities in multiexposure time. The HDR imaging
technique, however, must address the issue of displaying
HDR images on LDR display devices. Tone-mapping oper-
ators are the typical algorithms designed to produce visibility
and the overall impression of the brightness, contrast, and
color of HDR images on LDR display devices. Although
several new tone-mapping operators have been proposed in
recent years, the results of these operators have not matched
those of the psychophysical experiments based on the HVS.
The mismatches relate particularly to color as described in
many of the research articles. Some of the conventional
methods also include issues, such as halo artifacts, gray-
ing-out, and dominating color.

In this paper, a color-rendering method, comprised of
tone-mapping and a chromatic-adaptation method based on
an XYZ tristimulus color space, was proposed. The method
addressed the existing problems in the conventional meth-
ods. The tone-mapping operator produced visibility and an
overall impression of brightness, contrast, and color in the
given HDR images when mapped onto LDR display devices.
The tone-mapping resultant image was obtained based on

Fig. 8 Gamut area for Fig. 4 with (a) A illumination, (b) CWF illumi-
nation, (c) D65 illumination, (d) TL84 illumination, and (e) UV
illumination.

Fig. 9 The resulting images for the captured image under D65 stan-
dard illumination according to the parameter in Eq. (3), with (a) original
image, (b) resulting image for ∝¼ 0.1, (c) resulting image for ∝¼ 0.2,
(d) resulting image for ∝¼ 0.3, (e) resulting image for ∝¼ 0.4, and
(f) resulting image for ∝¼ 0.5.

Fig. 10 Mean color difference (Δu 0v 0) for the captured images under
five different standard illuminations.

Table 2 Mean color difference for the captured images under five
difference standard illuminations.

iCAM Previous Proposed

A 0.000836 0.000550 0.000444

CWF 0.001303 0.000541 0.000640

D65 0.000820 0.000483 0.000389

TL84 0.001734 0.000764 0.000711

UV 0.001766 0.000730 0.000658
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chromatic and achromatic colors (absolute luminance Y
component). The resulting image, thereafter, was processed
with the cone-response function wherein emphasis was
placed on the HVP that addressed the mismatch between
the original scene and the rendered image based on HVS.
The luminance factor was used to manage a diverse variety
of actual scenes instead of the average surround in iCAM06.

In the experiment of the gamut and color difference using
the CIE xy color space, over 30 images and five different
illumination images were used for evaluation. The results
for the proposed method demonstrated that the dominated
color was remarkably reduced throughout the image com-
pared to the conventional method, regardless of the illumi-
nation. The color difference equation is presented to conduct
quantitative evaluation for color reproduction in the given
image with five different standard illuminations. In the evalu-
ation of the color difference, most of resulting images in the
proposed method are of lower values compared with the con-
ventional method, except for that of “CWF” standard illumi-
nation image. In order to conduct a subjective evaluation, the
psychophysical experiment is performed using five different
standard illuminations and 30 different images. As a result,
the preference scores of the proposed method are higher than
that of the other methods. The proposed method shows a bet-
ter performance than others through several evaluation tech-
niques, such as color difference equation, psychophysical
experiment, and so on. However, the proposed method will
somewhat improve the performance in that the goal of tone
mapping is to produce visibility and an overall impression of
brightness, contrast, and color in a given HDR image when
mapped onto relatively LDR displays or printers based on
HVP. In the near future, we will continue to investigate
these problems.

Fig. 11 Experimental resulting images using the proposed method: (a) the original image, (b) using
iCAM06, (c) that of the previous one, and (d) the proposed method.

Table 3 Preference scores for the captured images under five differ-
ent standard illuminations.

Images iCAM06 Previous Proposed

A −0.51326 1.38673 3.61526

CWF −0.13447 −0.3733 3.24995

D65 −0.81326 0.31995 3.62326

TL84 0.27922 −0.45845 1.1711

UV −1.18031 0.14694 0.94537

Fig. 12 Preference scores for the captured images under five differ-
ent standard illuminations.
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