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1 Introduction

The global cumulative installed photovoltaic capacity reached 180 GW by the end of the year 2014. More than 90% of the photovoltaic market is based on bulk-silicon solar cells, as manufacturing costs continue to fall. However, alternative solar-cell technologies are being pursued for niche applications. Thus, research on amorphous-silicon-based thin-film solar cells continues as these cells have two advantages: first, liquid crystal display technology can be used for deposition of silicon; second, large-area glass panels (5.2 m² and higher) can be used for fabricating ultra-low-cost solar cells. While other materials such as CdTe, CIGS, and organic perovskites may seem promising for special purposes, silicon-based technologies are far better developed to date, both theoretically and technologically, for long-lasting and reliable performance.

*Address all correspondence to: Tom H. Anderson, E-mail: tom.harper.anderson@gmail.com
A variety of light-management strategies may be employed to boost light absorption and the production of electron–hole pairs (EHPs) inside the semiconductor region of a solar cell. These strategies include texturing the front surface and the metallic back reflector, embedding metal nanoparticles inside the undoped layers of the semiconductor, and the use of light concentrators. Our attention is currently focused on the following three strategies for boosting the efficiency of thin-film solar cells:

i. Periodic corrugation of the metallic back reflector, which facilitates the excitation of surface-plasmon-polariton waves and waveguide modes. Thereby, the electric field inside the semiconductor region may be intensified, leading to an increase in EHP generation.

ii. The efficiency of a solar cell with a single intrinsic layer (i.e., i layer) bandgap is restricted by (a) the lack of absorption of photons with energies below the bandgap and (b) the inefficient absorption of photons with energy above the bandgap. Greater efficiencies may be achieved by the use of multijunction solar cells, which combine junctions with different bandgaps. For the idealized case of a solar cell with an infinite number of bandgaps, the maximum efficiency becomes 68% for unconcentrated light and 86% for concentrated light assuming perfect photon absorption and perfect extraction of EHPs.

iii. The incorporation of a periodically nonhomogeneous i layer offers the potential for multiple surface-plasmon-polariton waves and waveguide modes to be excited, thereby further boosting EHP generation. The accompanying gradients in the i-layer bandgap may also aid charge separation and positively affect EHP recombination.

Does the enhanced optical absorption due to the adoption of a set of light-management strategies transform into enhanced photovoltaic electricity-generation efficiency? If electrical issues trump any gain in photon absorption, then a chosen light-management strategy will not be fruitful. Typically, theoretical research on the optical characteristics of thin-film photovoltaic solar cells is focused on the calculation of the short-circuit current density but not the open-circuit voltage, thereby overplaying the EHP generation rate by not taking the EHP recombination rate into account.

Therefore, we decided to develop a combined optical–electrical model to investigate thin-film solar cells comprising one or more p-i-n junctions, periodically corrugated metallic back reflectors, and nonhomogeneous i bandgap profiles. In the optical part of the model, light absorption is calculated by solving the frequency-domain Maxwell postulates, while the electrical part of the model solves for the steady-state carrier density distribution.

A brief description of the model is provided in Sec. 2, further details being available elsewhere. Numerical results are presented in Secs. 3 and 4 for homogeneous and nonhomogeneous i layers, respectively. These numerical results arise from representative input parameter values but do not relate to solar cells that are optimized for efficiency. The process of optimization to achieve maximum efficiency is a matter for future investigation. Some closing remarks are recorded in Sec. 5.

2 Summary of the Model

The model is two-dimensional (i.e., the solar cell occupies the xz plane) with the z direction being the thickness direction. Solar light enters through a window made of a transparent conducting oxide, which occupies the region \(-L_w < z < 0\). Either one p-i-n junction or three p-i-n junctions occupy the region \(0 < z < L_d\), as shown schematically in Fig. 1. A back reflector made of a metal occupies the region \(L_d < z < L_d + L_r\). The back reflector may be periodically corrugated along the x direction or it may be flat. The i layer(s) may be homogeneous or periodically nonhomogeneous in the thickness direction.

The frequency-domain Maxwell postulates are solved in order to model the absorption of solar photons and subsequent EHP generation. The AM1.5G solar spectrum, at normal incidence, is taken to represent the incident solar flux. The drift-diffusion equations are solved to model the electron and hole densities at steady state. The effective dc electric field acting on electrons includes a contribution from the electron affinity of the semiconductor, while the effective dc electric field acting on holes includes contributions both from the electron affinity and the bandgap of the semiconductor. Recombination occurs via trap states, which are simulated by...
including the two-exponential Urbach tails, one at the valence band edge and one at the conduction band edge, and two Gaussian dangling-bond localized trap distributions deep in the bandgap. The electrical characterization of the solar cell is provided by means of a $J V_{\text{ext}}$ plot, which relates the current per unit area (in the xy plane) $J$ that flows through the cell due to the externally applied voltage $V_{\text{ext}}$ between the external surfaces of $n$ and $p$ layers.

The p-i-n junction itself is taken to be made from a prescribed combination of hydrogenated amorphous silicon ($a$-Si:H) with a bandgap of $E_g = 1.803$ eV, hydrogenated amorphous silicon–germanium ($a$-Si$_x$Ge$_{1-x}$):H) alloys with tunable bandgap $E_g \in [1.3, 1.803]$ eV, or hydrogenated amorphous silicon–carbon ($a$-Si$_x$C$_{1-x}$):H) alloys with tunable bandgap $E_g \in [1.803, 1.95]$ eV. Thereby, bandgaps ranging continuously from 1.30 to 1.95 eV may be selected for any location in the junction by depositing the required alloy at the required concentration. Quasiempirical formulas, consistent with the Kramers–Kronig relations for causality, are used to relate the amorphous silicon alloy bandgap, $E_g \in [1.3, 1.95]$ eV, to a frequency-dependent relative permittivity in the optical regime.

The model is based on the finite-element technique, implemented using the “COMSOL Multiphysics (V5.1)” software package. First, the ELECTROMAGNETIC WAVES, FREQUENCY DOMAIN (here and hereafter, terms in block capitals are COMSOL Multiphysics terms) module is used to calculate the EHP generation. Periodic ports with both s-polarized and p-polarized excitation are included, with added DIFFRACTION ORDER ports for diffraction orders $m \in \{-2, -1, 1, 2\}$. Adding higher order diffraction ports does not significantly affect the resulting generation profile. Indeed, for normal incidence, diffraction maximums only occur for $|m| \leq n_d \lambda_{\text{min}} / \lambda_{\text{min}}$, where $\lambda_{\text{min}}$ is the minimum wavelength reaching the grating, and $n_d$ is the refractive index of the partnering dielectric material. In the case of amorphous silicon solar cells, the majority of the shorter wavelength incident light is absorbed toward the surface of the device, far from the grating. Thus, we have $\lambda_{\text{min}} \approx 700$ nm and $n_d \approx 4$, which suggests that $m \approx 2$ is sufficient. Parenthetically, light that has undergone higher order diffraction is more likely to subsequently undergo total internal reflection at the top surfaces of the device, and so does not reach the port. The boundaries running parallel to the $z$ axis are FLOQUET PERIODIC with the wavevector provided by the periodic ports. The back port behind the metal was assumed to be a PERFECT CONDUCTOR. In these simulations, the back reflector is sufficiently thick that this approximation is acceptable (however, if thinner metallic layers were to be used, a perfectly matched layer would be necessary.) The mesh size is set to FINE.

Second, the semiconductor module of the COMSOL Multiphysics (V5.1) software package is used to solve for the electron and hole densities. FERMI-DIRAC CARRIER STATISTICS are employed, along with CONTINUOUS QUASI-FERMI LEVELS at any internal boundary. INSULATOR INTERFACES are placed at the external electrical boundaries parallel to the $z$ axis, while the external electrical boundaries parallel to the $x$ axis are OHMIC CONTACTS with a voltage difference of $V_{\text{ext}}$ between them. The USER-DEFINED GENERATION is calculated from the previously solved optical model using external Mathematica or MATLAB codes. TRAP ASSISTED RECOMBINATION via the four continuous trap distributions is discretized into 40 levels by the solver. In order to aid convergence, the generation and recombination physics are slowly activated as the solver progresses by use of a CONTINUATION PARAMETER. The doping function is supplied through step functions with a 5-nm TRANSITION ZONE and CONTINUOUS SECOND DERIVATIVE smoothing. All other interpolations are linear. The mesh size is also set to FINE.

3 Numerical Results for Homogeneous / Layers

3.1 Single p-i-n Junction Solar Cell

We begin our presentation of numerical results with the simulation of a solar cell containing a single p-i-n junction, as shown in Fig. [1(a)]. The p-i-n junction occupies the region $0 < z < L_d$. 
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Table 1  Electronic data used for a-Si:H, a-Si$_x$Ge$_{1-x}$:H, and a-Si$_x$C$_{1-x}$:H. Linear interpolation was used to estimate for semiconductor regions with bandgaps not presented here. DOS, CB, and VB stand for density of states, conduction band, and valence band, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Unit</th>
<th>a-SiGe:H</th>
<th>Refs.</th>
<th>a-Si:H</th>
<th>Refs.</th>
<th>a-SiC:H</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandgap</td>
<td>eV</td>
<td>1.3</td>
<td>31 and 38</td>
<td>1.803</td>
<td>31, 38, 40, and 42</td>
<td>1.95</td>
<td>38 and 42</td>
</tr>
<tr>
<td>Electron affinity</td>
<td>eV</td>
<td>4.17</td>
<td>35</td>
<td>4.03</td>
<td>35</td>
<td>3.95</td>
<td>38</td>
</tr>
<tr>
<td>Conduction DOS</td>
<td>1/cm$^3$</td>
<td>2.5 x 10$^{20}$</td>
<td>31, 35, and 36</td>
<td>2.5 x 10$^{20}$</td>
<td>31, 35, and 36</td>
<td>2.5 x 10$^{20}$</td>
<td>31, 35, and 36</td>
</tr>
<tr>
<td>Valence DOS</td>
<td>1/cm$^3$</td>
<td>2.5 x 10$^{20}$</td>
<td>31, 35, and 36</td>
<td>2.5 x 10$^{20}$</td>
<td>31, 35, and 36</td>
<td>2.5 x 10$^{20}$</td>
<td>31, 35, and 36</td>
</tr>
<tr>
<td>Electron DOS</td>
<td>cm$^2$/(V s)</td>
<td>15</td>
<td>31 and 35</td>
<td>15</td>
<td>31, 35, 40, and 41</td>
<td>15</td>
<td>31, 35, and 36</td>
</tr>
<tr>
<td>Hole mobility</td>
<td>cm$^2$/(V s)</td>
<td>3</td>
<td>31 and 35</td>
<td>3</td>
<td>31, 35, 40, and 41</td>
<td>3</td>
<td>31 and 35</td>
</tr>
<tr>
<td>CB Urbach tail slope</td>
<td>eV</td>
<td>0.045</td>
<td>31</td>
<td>0.025</td>
<td>31 and 36</td>
<td>0.045</td>
<td>31</td>
</tr>
<tr>
<td>CB Urbach tail DOS</td>
<td>1/(cm$^3$ eV)</td>
<td>8 x 10$^{21}$</td>
<td>31</td>
<td>8 x 10$^{21}$</td>
<td>31</td>
<td>8 x 10$^{21}$</td>
<td>31</td>
</tr>
<tr>
<td>VB Urbach tail slope</td>
<td>eV</td>
<td>0.05</td>
<td>31</td>
<td>0.049</td>
<td>31 and 36</td>
<td>0.05</td>
<td>31</td>
</tr>
<tr>
<td>VB Urbach tail DOS</td>
<td>1/(cm$^3$ eV)</td>
<td>4 x 10$^{21}$</td>
<td>31</td>
<td>4 x 10$^{21}$</td>
<td>31</td>
<td>4 x 10$^{21}$</td>
<td>31</td>
</tr>
<tr>
<td>Electron/hole capture</td>
<td>m$^3$/s</td>
<td>0.5 x 10$^{-15}$</td>
<td>31</td>
<td>0.5 x 10$^{-15}$</td>
<td>31</td>
<td>0.5 x 10$^{-15}$</td>
<td>31</td>
</tr>
<tr>
<td>Defect DOS</td>
<td>1/cm$^3$</td>
<td>1 x 10$^{15}$</td>
<td>31</td>
<td>1 x 10$^{15}$</td>
<td>31</td>
<td>1 x 10$^{15}$</td>
<td>31</td>
</tr>
<tr>
<td>Unoccupied defect energy</td>
<td>eV</td>
<td>0.65</td>
<td>31</td>
<td>0.9</td>
<td>31</td>
<td>0.65</td>
<td>31</td>
</tr>
<tr>
<td>Unoccupied defect capture rate</td>
<td>m$^3$/s</td>
<td>50 x 10$^{-14}$</td>
<td>31</td>
<td>2 x 10$^{-14}$</td>
<td>31</td>
<td>5 x 10$^{-14}$</td>
<td>31</td>
</tr>
<tr>
<td>Occupied defect energy</td>
<td>eV</td>
<td>1.05</td>
<td>31</td>
<td>1.3</td>
<td>31</td>
<td>1.05</td>
<td>31</td>
</tr>
<tr>
<td>Occupied defect capture rate</td>
<td>m$^3$/s</td>
<td>100 x 10$^{-14}$</td>
<td>31</td>
<td>20 x 10$^{-14}$</td>
<td>31</td>
<td>50 x 10$^{-14}$</td>
<td>31</td>
</tr>
<tr>
<td>Defect energy width</td>
<td>eV</td>
<td>0.1</td>
<td>31</td>
<td>0.1</td>
<td>31</td>
<td>0.1</td>
<td>31</td>
</tr>
</tbody>
</table>
with the $n$-doped region closest to the AZO window, which occupies the region $-L_w < z < 0$. The bandgap was chosen to be 1.6 eV for all three layers of the p-i-n junction. The doping concentrations and thicknesses of the $p$, $i$, and $n$ layers are provided in Table 2; other electronic material parameters were obtained by linearly interpolating the values given in Table 1. The $i$ layer, in spite of what its name (i.e., intrinsic) suggests, is doped, although to a much smaller degree than the $n$ and $p$ layers. This is due to impurities in the deposition process used for a-Si:H.

### 3.1.1 Periodically corrugated back reflector

The back reflector is corrugated as follows. The region $L_d < z < g(x)$ is filled with AZO, whereas the region $g(x) < z < L_d + L_x$ is filled with silver. The unit cell of the AZO/silver interface is specified by

\[
g(x) = \begin{cases} 
L_d + da - L_g \cos \left( \frac{\pi x}{L_x} \right), & 2x/L_x \in (-\zeta, \zeta), \\
L_d + da, & \text{otherwise}
\end{cases}
\]

where $L_x$ is the corrugation period, $L_g \leq da$, and $\zeta \in (0,1]$. The effects of varying the grating parameters in similar amorphous silicon solar cells were investigated by Solano et al. Consequently, we set $\zeta = 0.5$, $L_p = 15$ nm, $L_i = 200$ nm, $L_n = 15$ nm, $L_w = 100$ nm, $da = 120$ nm, $L_m = 100$ nm, $L_x = 400$ nm, and $L_g = 80$ nm for the results reported here. While these parameters are not optimized for each solar cell, they do fall within the region of high efficiency found in Ref. [10] for similar amorphous silicon solar cells. Parenthetically, we note that it is impossible to optimize the grating parameters without carrying out a comprehensive numerical analysis that accommodates both the optical and electrical properties of the solar cell.

The average number of EHPs generated per incident photon is plotted against free-space wavelength $\lambda_0$ in Fig. 2(a) for both the $i$ layer (solid, black curve) and the whole p-i-n junction

![Fig. 1 Schematic illustration of (a) a single-junction solar cell and (b) a triple-junction solar cell, with periodically corrugated back reflector. Only one back-reflector period is shown [i.e., $-(L_x/2) < x < (L_x/2)$].](image-url)

Table 2  Doping densities and thicknesses for the simulated solar cell with a single p-i-n junction.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness (nm)</th>
<th>$E_g$ (eV)</th>
<th>Doping density ($1/cm^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>15</td>
<td>1.6</td>
<td>$10^{18}$</td>
</tr>
<tr>
<td>$i$</td>
<td>200</td>
<td>1.6</td>
<td>$10^{14}$ (p-type doping)</td>
</tr>
<tr>
<td>$p$</td>
<td>15</td>
<td>1.6</td>
<td>$10^{18}$</td>
</tr>
</tbody>
</table>
(dashed, black curve). This average is calculated by dividing the total number of EHPs generated at a wavelength by the photon flux density at that wavelength. The photon flux density for the AM1.5G spectrum is shown. The dashed curve shows that up to 60% of the ultraviolet photons are absorbed, with almost 90% of the 325-nm photons absorbed. However, more than 60% of those absorbed ultraviolet photons are absorbed in the \( n \) layer, that is, in the first 15 nm of the p-i-n junction, and so do not significantly contribute to the electrical current generated by the solar cell. The number of photons absorbed in the \( i \) layer increases toward a maximum of 65% at \( \lambda_0 \approx 600 \) nm.

The EHP generation rate is mapped as a function of \( x \) and \( z \) in the unit cell for incident s-polarized light and p-polarized light in Fig. 3. Therein, the quoted values of the short-circuit optical current density \( J_{\text{Opt}}^{\text{SC}} \) are calculated assuming that every EHP created in the \( i \) layer contributes to \( J_{\text{Opt}}^{\text{SC}} \). This is necessarily larger than the short-circuit current density \( J_{\text{SC}} \), which is the electronically simulated current density that flows when the solar cell is illuminated and no external bias is applied (i.e., when \( V_{\text{ext}} = 0 \)). The generation rate for p-polarized light is greater than that for s-polarized light within the \( i \) layer. This accounts for an increase in the short-circuit optical current density from \( J_{\text{Opt}}^{\text{SC}} = 20.5 \) mA cm\(^{-2} \) for s-polarized light to \( J_{\text{Opt}}^{\text{SC}} = 22.2 \) mA cm\(^{-2} \) for p-polarized light.

The maximum efficiency \( \eta \) that is, the maximum electrical power density producible by the solar cell divided by the 1000 W m\(^{-2} \) of incident solar power density, of the single p-i-n junction solar cell for normally incident, unpolarized solar light, can be inferred from the
The maximum efficiency is \( \eta = 7.91\% \), which arises when the externally applied voltage is \( V_{\text{ext}} = 0.663 \) V and the current density is \( J = 11.94 \) mA cm\(^{-2}\) (by convention, the \( J V_{\text{ext}} \) plot shows the photoinduced current density in the fourth quadrant. Current densities quoted in the text and in tables are always positive when the device is producing electrical power.) This corresponds to a maximum power density of 79 W m\(^{-2}\).

The fill factor (FF), that is, the ratio \( P_{\text{max}}/J_{\text{SC}}V_{\text{OC}} \) of the maximum power of the solar cell to the product of the short-circuit current and the open-circuit voltage, is a measure of the ideality of the solar cell. The FF of this cell is 0.738. These values are similar to those reported for other simulations as well as to those found experimentally.

### 3.1.2 Flat back reflector

Now, we replace the periodically corrugated back reflector in Sec. 3.1.1 with a flat back reflector by setting \( L_g = 0 \). Figure 2(b) shows the absorption spectrum for this solar cell. More than 60% of the absorbed ultraviolet photons are absorbed in the \( n \) layer, and so do not significantly contribute to the electrical current generated by the solar cell. The number of photons absorbed in the \( i \) layer is lower than in the solar cell with the periodically corrugated back reflector considered in Sec. 3.1.1, with a noticeably smaller peak around 640 nm and a complete lack of a peak at 740 nm.

The greater number of peaks in Fig. 2(a) as compared to Fig. 2(b), suggests that the periodically corrugated back reflector facilitates coupling between incident light and surface-plasmon-polariton waves or waveguide modes. However, a detailed analysis of the coupling to surface-plasmon-polariton waves and waveguide modes is a matter for future study. The maximum efficiency of the single p-i-n junction solar cell for normally incident, unpolarized solar light falls to \( \eta = 7.21\% \), as may be inferred from the corresponding \( J V_{\text{ext}} \) plot in Fig. 4. This arises when the externally applied voltage is \( V_{\text{ext}} = 0.663 \) V, the same as in the solar cell with the periodically corrugated back reflector, but with a lower current density, \( J = 10.88 \) mA cm\(^{-2}\). The FF is the same as that for the periodically corrugated back reflector.

### 3.2 Triple p-i-n Junction Solar Cell

Next, we turn to the simulation of a solar cell containing three p-i-n junctions. Each component junction, labeled \( \ell \in \{ 1, 2, 3 \} \), comprises a \( p \) layer labeled \( \ell p \), an \( i \) layer labeled \( \ell i \), and an \( n \) layer labeled \( \ell n \). Between the junctions \( \ell = 1 \) and \( \ell = 2 \) there is a thin AZO window labeled 1d, of thickness \( L_{\text{ins}} = 50 \) nm; likewise, between the junctions \( \ell = 2 \) and \( \ell = 3 \), there is a thin AZO layer labeled 2d, of thickness \( L_{\text{ins}} = 50 \) nm. The thicknesses of all layers, along with the corresponding bandgaps for the semiconductor layers, are listed in Table 3. Since our model

![Fig. 4 \( JV_{\text{ext}} \) plot for a single p-i-n junction solar cell with either a flat (dashed red curve) or a periodically corrugated (solid blue curve) black reflector, as described in Sec. 3.1.1. The normally incident solar light is unpolarized. The maximum efficiency is \( \eta = 7.21\% \) for the flat back reflector and \( \eta = 7.91\% \) for the periodically corrugated back reflector. The thin dotted lines mark the maximum power point of each cell.]
does not support electron and hole tunneling, each junction is connected to an independent electrical circuit, which is efficacious for improved energy generation.

### 3.2.1 Periodically corrugated back reflector

We begin with a back reflector, which is periodically corrugated as in Eq. (1) and as schematically illustrated in Fig. 1(b). With regard to Eq. (1), we chose $L_w = 100 \text{ nm}$, $d_a = 140 \text{ nm}$, $L_m = 100 \text{ nm}$, $L_g = 80 \text{ nm}$, $\zeta = 0.5$, and $L_x = 400 \text{ nm}$. As in Sec. 3.1, solar light was assumed to be normally incident.

For unpolarized incident solar light, the average number of EHPs generated per incident photon, summed over all three $i$ layers (solid, black curve), is plotted against $\lambda_0$ in Fig. 5(a). Also shown in the same figure is the spectrum of the average number of EHPs per incident photon generated in the entirety of the three p-i-n junctions (dashed, black curve). Notice that, compared to Fig. 2, absorption occurs much further into the infrared region of the spectrum, with significant peaks for $\lambda_0 > 700 \text{ nm}$.

The EHP generation rate is mapped as a function of $x$ and $z$ in the unit cell for $s$-polarized light and $p$-polarized light in Fig. 6. The figure shows that the effect of the periodically

### Table 3

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness (nm)</th>
<th>Bandgap (eV)</th>
<th>Doping density (1/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3p</td>
<td>20</td>
<td>1.95</td>
<td>$10^{18}$</td>
</tr>
<tr>
<td>3i</td>
<td>200</td>
<td>1.8</td>
<td>$10^{14}$ (p-type doping)</td>
</tr>
<tr>
<td>3n</td>
<td>20</td>
<td>1.8</td>
<td>$10^{18}$</td>
</tr>
<tr>
<td>2d</td>
<td>50</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2p</td>
<td>20</td>
<td>1.95</td>
<td>$10^{18}$</td>
</tr>
<tr>
<td>2i</td>
<td>200</td>
<td>1.58</td>
<td>$10^{14}$ (p-type doping)</td>
</tr>
<tr>
<td>2n</td>
<td>20</td>
<td>1.8</td>
<td>$10^{18}$</td>
</tr>
<tr>
<td>1d</td>
<td>50</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1p</td>
<td>20</td>
<td>1.8</td>
<td>$10^{18}$</td>
</tr>
<tr>
<td>1i</td>
<td>200</td>
<td>1.39</td>
<td>$10^{14}$ (p-type doping)</td>
</tr>
<tr>
<td>1n</td>
<td>20</td>
<td>1.8</td>
<td>$10^{18}$</td>
</tr>
</tbody>
</table>

---

Fig. 5 The average number of EHPs generated per incident photon, summed over all three $i$ layers (solid black curve) and all semiconductor layers (dashed black curve), plotted against $\lambda_0$ for a triple p-i-n junction solar cell with either (a) periodically corrugated back reflector or (b) flat reflector. The background is the photon flux density for AM1.5G spectrum is also shown.
corrugated back reflector is predominantly limited to the p-i-n junction closest to the reflector and that the difference between s- and p-polarized light is only significant in regions that are affected by the back reflector.

The corresponding values of $J_{SC}^{Opt}$, calculated assuming that every EHP generated in each i layer contributes to $J_{SC}^{Opt}$, are presented in Table 4 along with the short-circuit current density $J_{SC}$, open-circuit voltage $V_{OC}$, FF, and efficiency $\eta$.

The maximum efficiency of the triple junction solar cell, for unpolarized incident solar light, may be inferred from the corresponding $JV_{ext}$ plot provided in Fig. 7. It is $\eta = 8.33\%$, which arises when the externally applied voltages $V_{ext}^{(1)}$ in the $\ell$th junction are $V_{ext}^{(3)} = 0.793$ V, $V_{ext}^{(2)} = 0.529$ V, and $V_{ext}^{(1)} = 0.281$ V and the current densities $J_{\ell}$ in the $\ell$th junction are $J_3 = 7.77$ mA cm$^{-2}$, $J_2 = 2.54$ mA cm$^{-2}$, and $J_1 = 2.41$ mA cm$^{-2}$. These results correspond to a maximum power density of 81.2 W m$^{-2}$. The FFs, open circuit voltages, and short circuit currents are listed in Table 4.

**Table 4** The short-circuit current density $J_{SC}$, open-circuit voltage $V_{OC}$, FF, efficiency $\eta$, and the optical short-circuit current density $J_{SC}^{Opt}$ calculated with the assumption that every EHP generated in each i layer of the triple p-i-n junction contributes to $J_{SC}^{Opt}$. Results are presented for the cases for periodic back reflectors and flat back reflectors. For comparison, results are also presented for the single p-i-n junction solar cells described in Sec. 3.1, with periodic and flat back reflectors.

<table>
<thead>
<tr>
<th></th>
<th>$J_{SC}$ (mA cm$^{-2}$)</th>
<th>$V_{OC}$ (V)</th>
<th>FF</th>
<th>$\eta$ (%)</th>
<th>$J_{SC}^{Opt}$ (mA cm$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single p-i-n (flat)</td>
<td>12.28</td>
<td>0.795</td>
<td>0.738</td>
<td>7.20</td>
<td>19.57</td>
</tr>
<tr>
<td>Single p-i-n (periodic)</td>
<td>13.42</td>
<td>0.800</td>
<td>0.738</td>
<td>7.91</td>
<td>21.3</td>
</tr>
<tr>
<td>Triple p-i-n junction (flat): $\ell = 3$</td>
<td>8.60</td>
<td>0.932</td>
<td>0.770</td>
<td>6.16</td>
<td>12.89</td>
</tr>
<tr>
<td>Triple p-i-n junction (flat): $\ell = 2$</td>
<td>3.13</td>
<td>0.650</td>
<td>0.660</td>
<td>1.34</td>
<td>6.22</td>
</tr>
<tr>
<td>Triple p-i-n junction (flat): $\ell = 1$</td>
<td>3.07</td>
<td>0.378</td>
<td>0.584</td>
<td>0.68</td>
<td>6.57</td>
</tr>
<tr>
<td>Triple p-i-n junction (flat): total</td>
<td>14.80</td>
<td>—</td>
<td>—</td>
<td>8.18</td>
<td>25.68</td>
</tr>
<tr>
<td>Triple p-i-n junction (periodic): $\ell = 3$</td>
<td>8.59</td>
<td>0.931</td>
<td>0.766</td>
<td>6.13</td>
<td>13.75</td>
</tr>
<tr>
<td>Triple p-i-n junction (periodic): $\ell = 2$</td>
<td>3.21</td>
<td>0.652</td>
<td>0.687</td>
<td>1.43</td>
<td>6.42</td>
</tr>
<tr>
<td>Triple p-i-n junction (periodic): $\ell = 1$</td>
<td>2.41</td>
<td>0.386</td>
<td>0.582</td>
<td>0.77</td>
<td>7.39</td>
</tr>
<tr>
<td>Triple p-i-n junction (periodic): total</td>
<td>15.21</td>
<td>—</td>
<td>—</td>
<td>8.33</td>
<td>27.56</td>
</tr>
</tbody>
</table>

Fig. 6 EHP generation rate ($m^{-3}s^{-1}$) as a function of $x$ and $z$ in the unit cell for incident (a) s-polarized light and (b) p-polarized light. The triple p-i-n junction solar cell is described in Sec. 3.2. The p and n layers and the AZO window are lightly shaded and demarcated from the i layers by dashed lines.
3.2.2 Flat back reflector

Our numerical studies reveal that changing from a periodically corrugated back reflector to a flat back reflector makes very little difference to the performance of the triple p-i-n junction solar cell considered here. Figures 5 and 7 suggest that this is because the influence of the periodically corrugated back reflector is masked by the relatively large optical thickness of the triple junction, especially for shorter wavelengths. Indeed, the differences between Figs. 5(a) and 5(b) are minimal at shorter wavelengths. For \( \lambda > 650 \text{ nm} \), the replacement of the periodically corrugated back reflector by its flat counterpart slightly reduces EHP generation, resulting in a decrease in efficiency from \( \eta = 8.33\% \) to \( \eta = 8.18\% \), as shown in Table 4.

The greater number of peaks in Fig. 5(a) as compared to Fig. 5(b) suggests that the periodically corrugated back reflector facilitates coupling between incident light and surface-plasmon-polariton waves or waveguide modes.

4 Numerical Results for Nonhomogeneous \( i \) Layers

Let us turn now to solar cells with \( i \) layers that are nonhomogeneous in the thickness direction. Only single p-i-n junction cells are considered here. We choose the same solar cell parameters as were used in Sec. 3.1.1, except that the thickness of the \( i \) layer \( L_i \in \{200,250,350,500,800\} \) nm, and the \( i \) layer bandgap (in eV) is varied as

\[
E_g(z) = \begin{cases} 
E_{g0} + A \left\{ \frac{1}{2} \sin \left( 2\pi \frac{z-L_p}{L_i} - 2\pi \phi \right) + 1 \right\} \alpha & \text{if } L_p < z < L_p + L_i, \\
1.95 & \text{otherwise}
\end{cases}
\]

where \( E_{g0} \) is the minimum bandgap in the \( i \) layer, \( A \) is the amplitude of the perturbation from the homogeneous case (i.e., \( A = 0 \) represents the case of a homogeneous \( i \) layer), \( \phi \in [0,1) \) is a relative phase shift, \( k \) is the number of periods of the perturbation, and \( \alpha > 0 \) is a shaping parameter. Note that, as in Ref. 49, for example, the bandgaps in the \( p \) and \( n \) layers are chosen to be relatively large (i.e., 1.95 eV), which minimizes optical absorption in these layers and, consequently, increases the generation rate of EHPs in the \( i \) layer. We set \( \alpha = 5 \), \( E_{g0} = 1.6 \text{ eV} \), \( k = 2 \), and \( \phi = 0.75 \). Figure 5 shows three example bandgap profiles for \( L_i = 200 \), \( A = 0.35 \), and \( k \in \{1,2,5\} \). The choice \( \phi = 0.75 \) results in \( E_g \) profile peaks at the interfaces of the \( i \) layer with the \( p \) and the \( n \) layers.

![Figure 7](https://example.com/f7.png)\( JV_{\text{ext}} \) curves for each of the three p-i-n junctions in the triple p-i-n junction solar cell (described in Sec. 3.1) with the periodically corrugated back reflector. The normally incident solar light is unpolarized. The maximum efficiency is \( \eta = 6.13\% \) for the junction \( \ell = 3 \) (solid blue curve), 1.43\% for the junction \( \ell = 2 \) (dashed green curve), and 0.77\% for the junction \( \ell = 1 \) (dot-dashed red curve). The total efficiency is therefore 8.33\%. The thin dotted lines mark the maximum power point of each p-i-n junction.

Max efficiency: 8.33%
The essential features of the principal effects of nonhomogeneity in the thickness direction can be initially studied by implementing a 1-D model for the electrical portion of the simulation. Accordingly, we average the 2-D EHP generation rate along the $x$ axis to form a 1-D EHP generation rate. In this section, we demonstrate the effect of varying both the amplitude $A$ of the bandgap profile and the $i$ layer thickness $L_i$.

Figure 9(a) shows the variation of the short-circuit current density $J_{SC}$ with both $L_i \in \{200, 250, 350, 500, 800\} \text{ nm}$, and $A \in [0, 0.35]$. The maximum value of $J_{SC}$ is 15.0 mA cm$^{-2}$, which occurs for $L_i = 350$ nm and $A = 0.35$. Similarly, Fig. 9(b) shows the variation of the open-circuit voltage $V_{OC}$ with both $L_i$ and $A$. The maximum value of $V_{OC}$ is 1.22 V, which occurs for $L_i = 200$ nm and $A = 0.35$. Finally, Fig. 9(c) shows the variation of the FF with both $L_i$ and $A$. The maximum value of FF is 0.73, which occurs for $L_i = 200$ nm and $A = 0.35$. It is important to note here that $V_{OC}$ and FF generally decrease with thickness of the p-i-n junction, while $J_{SC}$ has an optimal thickness within the explored range.

The optical efficiency $\eta_{opt}$ is defined as the fraction of incident solar energy absorbed by the $i$ layer of the cell. In Fig. 9(a), the optical efficiency of the solar cell is plotted against amplitude $A$ for the $i$ layer thicknesses $L_i \in \{200, 250, 350, 500, 800\} \text{ nm}$. At every value of $A$, $\eta_{opt}$ is greater at greater values of $L_i$. Specifically, for solar cells with homogeneous $i$ layers, $L_i = 800$ nm yields an optical efficiency of $\eta_{opt} \approx 38\%$, while a cell with $L_i = 200$ nm yields an optical efficiency of only $\eta_{opt} \approx 32\%$. For each $i$ layer thickness, $\eta_{opt}$ decreases as $A$ increases from zero and then reaches a local minimum before increasing as $A$ increases. Thicker cells are more positively affected by an increase in amplitude $A$, with $A > 0.3$ improving efficiency in cells with $L_i > 350$ nm.
The relative optical efficiency is given by \( \eta_{\text{opt}} / \eta_{\text{opt,0}} \), where \( \eta_{\text{opt,0}} \) denotes the optical efficiency calculated with \( A = 0 \). That is, \( \eta_{\text{opt,0}} \) represents the optical efficiency of the corresponding solar cell with a homogeneous \( i \) layer. Plots of \( \eta_{\text{opt}} / \eta_{\text{opt,0}} \) versus \( A \) are provided in Fig. 10(b). We see that for \( L_i \leq 250 \) nm, a perturbation of any amplitude decreases efficiency, while for \( L_i \geq 350 \) nm, maximal optical efficiency occurs for maximal \( A = 0.35 \).

In Fig. 11(a), the total efficiency \( \eta \) is plotted against \( A \) for \( L_i \in \{200,250,350,500,800\} \) nm. At all values of \( A \), thinner cells are more efficient than thicker cells. The efficiency of thicker cells increases as the amplitude \( A \) increases, with \( A > 0.17 \) improving efficiency in cells with \( L_i > 350 \) nm. All cells exhibit an improvement in efficiency for \( A = 0.35 \), although for thinner cells, the improvement is very modest. The maximum attained efficiency is \( \eta \approx 12% \) for a cell with \( L_i = 200 \) nm. The relative efficiency is given by \( \eta / \eta_0 \), where \( \eta_0 \) denotes the efficiency calculated with \( A = 0 \). That is, \( \eta_0 \) represents the efficiency of the corresponding solar cell with a homogeneous \( i \) layer. Plots of \( \eta / \eta_0 \) versus \( A \) are provided in Fig. 11(b). These plots confirm that for all thicknesses, the greatest increase in efficiency compared to the corresponding homogeneous case (i.e., the \( A = 0 \) case) occurs when \( A = 0.35 \). The greatest increase in relative efficiency, 18%, is observed for \( L_i = 800 \) nm, where the cell efficiency increases from 3% to 3.5%.

The electrical efficiency \( \eta_{\text{elec}} \) is defined as the ratio of total efficiency \( \eta \), as shown in Fig. 11, to optical efficiency \( \eta_{\text{opt}} \), as shown in Fig. 10. In Fig. 12(a), the electrical efficiency \( \eta_{\text{elec}} \) is plotted against \( A \) for the \( i \) layer thicknesses \( L_i \in \{200,250,350,500,800\} \) nm. The electrical efficiency increases uniformly with increasing \( A \) and with decreasing \( i \) layer thickness. Specifically, at \( A = 0.35 \), an \( i \) layer thickness \( L_i = 800 \) nm gives rise to \( \eta_{\text{elec}} \approx 8% \), while an \( i \) layer thickness \( L_i = 200 \) nm gives rise to \( \eta_{\text{elec}} \approx 38\% \). The relative electrical efficiency is given by \( \eta_{\text{elec}} / \eta_{\text{elec,0}} \), where \( \eta_{\text{elec,0}} \) denotes the electrical efficiency calculated with \( A = 0 \). That is, \( \eta_{\text{elec,0}} \) represents the electrical efficiency of the corresponding solar cell with a homogeneous \( i \) layer. The plots in Fig. 12(b) of \( \eta_{\text{elec}} / \eta_{\text{elec,0}} \) against \( A \) confirm that the electrical efficiencies of cells with thicker \( i \) layers are more strongly affected by an increase in amplitude \( A \) and that the maximum electrical efficiencies are achieved at the largest values of \( A \). The efficiencies represented in Figs. 11-12 for \( A = 0 \) and 0.35 are listed in Table 3 along with the corresponding values of \( J_{SC}, V_{OC}, \) and \( FF \).
A 2-D finite-element model was devised to simulate the combined optical and electrical performances of amorphous-silicon thin-film solar cells. Using this model, we have investigated the effects of

- A multiplicity of p-i-n junctions;
- Periodic corrugation of the back reflector; and
- Periodic nonhomogeneity in the i layer(s).

Our numerical experiments have demonstrated that by increasing the number of p-i-n junctions from one to three, the solar-cell efficiency $\eta$ may be increased. In this paper, we have shown a relative increase of 14% from the single p-i-n solar-cell with flat reflector at 7.2% to the triple p-i-n junction with flat reflector at 8.18%. The efficiency may be further increased by incorporating a periodically corrugated back reflector, as opposed to a flat back reflector. Also, by implementing a hybrid 2-D optical/1-D electrical model, we found that modest total efficiency gains (of up to 17% for $L_i = 800\text{ nm}$ solar cells) can be achieved via the judicious incorporation of periodic nonhomogeneity in the i layer, particularly for thicker single p-i-n junction solar cells.

A comparison of our results with those published in literature for similar types of solar cells shows that the former are in quite good agreement with the latter. This is demonstrated in Fig. 12, wherein efficiency $\eta$ is plotted as a function of the FF for the most efficient cells investigated here.

### Table 5

The short-circuit current density $J_{SC}$, open-circuit voltage $V_{OC}$, FF, efficiency $\eta$, optical efficiency $\eta_{opt}$, and electrical efficiency $\eta_{elec}$ for single p-i-n junction cells with (i) homogeneous i layers of thickness $L_i \in \{200, 250, 350, 500, 800\}\text{ nm}$ and (ii) nonhomogeneous i layers of the same thickness when A has been optimized for efficiency.

<table>
<thead>
<tr>
<th>$L_i$ (nm)</th>
<th>A</th>
<th>$J_{SC}$ (mA cm$^{-2}$)</th>
<th>$V_{OC}$ (V)</th>
<th>FF</th>
<th>$\eta$ (%)</th>
<th>$\eta_{opt}$ (%)</th>
<th>$\eta_{elec}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) Homogeneous</td>
<td>200</td>
<td>0</td>
<td>13.9</td>
<td>1.19</td>
<td>0.72</td>
<td>12.0</td>
<td>31.8</td>
</tr>
<tr>
<td>(ii) Nonhomogeneous</td>
<td>200</td>
<td>0.35</td>
<td>13.7</td>
<td>1.21</td>
<td>0.73</td>
<td>12.1</td>
<td>31.6</td>
</tr>
<tr>
<td>(i) Homogeneous</td>
<td>250</td>
<td>0</td>
<td>14.3</td>
<td>1.16</td>
<td>0.68</td>
<td>11.3</td>
<td>32.8</td>
</tr>
<tr>
<td>(ii) Nonhomogeneous</td>
<td>250</td>
<td>0.35</td>
<td>13.9</td>
<td>1.17</td>
<td>0.70</td>
<td>11.4</td>
<td>32.6</td>
</tr>
<tr>
<td>(i) Homogeneous</td>
<td>350</td>
<td>0</td>
<td>14.9</td>
<td>1.12</td>
<td>0.56</td>
<td>9.4</td>
<td>34.6</td>
</tr>
<tr>
<td>(ii) Nonhomogeneous</td>
<td>350</td>
<td>0.35</td>
<td>15.0</td>
<td>1.13</td>
<td>0.60</td>
<td>10.1</td>
<td>35.1</td>
</tr>
<tr>
<td>(i) Homogeneous</td>
<td>500</td>
<td>0</td>
<td>12.8</td>
<td>1.09</td>
<td>0.45</td>
<td>6.2</td>
<td>36.5</td>
</tr>
<tr>
<td>(ii) Nonhomogeneous</td>
<td>500</td>
<td>0.35</td>
<td>13.1</td>
<td>1.10</td>
<td>0.49</td>
<td>7.1</td>
<td>37.4</td>
</tr>
<tr>
<td>(i) Homogeneous</td>
<td>800</td>
<td>0</td>
<td>6.6</td>
<td>1.04</td>
<td>0.42</td>
<td>2.9</td>
<td>37.9</td>
</tr>
<tr>
<td>(ii) Nonhomogeneous</td>
<td>800</td>
<td>0.35</td>
<td>7.7</td>
<td>1.05</td>
<td>0.42</td>
<td>3.4</td>
<td>39.0</td>
</tr>
</tbody>
</table>
and for similar types of solar cells reported by other authors. For example, a 200-nm-thick single p-i-n junction solar cell (bandgap 1.78 eV) with a flat back reflector was shown to have an efficiency $\eta = 4.94\%$ that increased to $7.25\%$ when the flat reflector was replaced by a periodically corrugated back reflector in Ref. 46. Our model yielded $\eta = 7.21\%$ for a 230-nm-thick single p-i-n junction solar cell with a flat back reflector that increased to $\eta = 7.91\%$ for a periodically corrugated back reflector, the bandgap being 1.6 eV. These results are also close to the experimentally obtained $\eta = 9.47\%$ with a 280-nm-thick single-junction solar cell (bandgap 1.75 eV). A 200-nm-thick solar cell with a bandgap of 1.75 eV and containing a dispersal of metal nanoparticles also has efficiency in the same range, that is, $\eta = 6.06\%$.

Let us also note that the FFs and efficiencies of the individual junctions within the triple p-i-n junction solar cell simulated by us are reasonable as well. The efficiency of the junction labeled $l = 3$ is $\eta = 6.16\%$ for a flat back reflector and $\eta = 6.13\%$ for a periodically corrugated back reflector. As expected, the higher bandgap in this junction, compared to the simulated single p-i-n junction, results in a higher open-circuit voltage at the cost of a smaller short-circuit current density. The other two junctions have lower efficiency because their bandgaps are lower (1.58 and 1.39 eV), and they are shaded by the junction(s) closer to the AZO window.

Our numerical findings vindicate the modeling approach undertaken wherein both the optical and electrical behaviors were simultaneously accommodated. Modeling only the optical behavior or only the electrical behavior is inadequate, as it is the coupling of these two behaviors that determines the overall efficiency of the solar cell.

The development of the combined optical and electrical model and the preliminary numerical results presented herein pave the way for future wider-ranging parametric studies aimed at optimizing the design parameters of thin-film solar cells for maximum efficiency. We also expect to use this model to study thin-film photovoltaic solar cells made of materials other than amorphous silicon.
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